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P R E F A C E T O T H E 
R E V I S E D E D I T I O N 

The original 1966 edition of Scientists in Organizations was allowed to go 
out of print by its publishers. The volume, however, continues to be in 
demand as a treatment of how factors of individual motivation, group 
structure, and organizational process bear upon the performance of scientists 
and engineers in R & D organizations. The Institute for Social Research, 
therefore, has decided to reissue the volume in an expanded and updated 
form. 

The original text-reporting findings from 1300 scientists and engineers 
in 11 governmental, industrial, and academic laboratories—remains 
unchanged. To it we have added five articles which appeared between 1967 
and 1975 and which elaborate or extend some of the themes. The first article 
appears as an introduction to the revised edition. 

Creative Tensions-An Overview, As first published, the book lacked a 
summary. A few broad features as sketched in the original introductory 
chapter (p. 7) suggested that scientists and engineers performed well under 
conditions that were nol fully comfortable, that contained contradictory 
pressures. The new introductory chapter broadens that theme. 

When findings in the various chapters were scrutinized, it appeared that 
the optimum climate was not necessarily some compromise between ex­
tremes but rather a combination of factors that seemed antithetical. On 
the one hand, technical staff were effective when faced with demands from 
their environment that required disruption of established patterns—challenge. 
On the other hand, technical staff were also effective when protected from 
their environment by assurances of stability and continuity—security. It 
appeared that high-performing scientists and engineers experienced si­
multaneously (or perhaps successiveJy-our measurements were too coarse 
to discriminate time sequences) sources of stability or security on the one 
hand and of disruption or challenge on the other. This conjunction of 
opposites we have called a "creative tension"; perhaps "'creative contra­
diction" would be more apt. The introductory article summarizes eight 
such tensions or contradictions which emerged from findings throughout 
the book. 

The remaining four articles are reprinted in Part Two of the revised 
edition. 

v 
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Problem Solvers vs. Decision Makers. In the summaries at the end of 
each chapter of the original volume we grappled with practical implications, 
often resorting to conversation with an imaginary reader. The data as such are 
correlational—how facts about technical people are related to their perfor­
mance during the previous five years. But practical interpretation requires 
inferences of cause and effect, the imaginary reader properly questions, 
for example, whether contacts with colleagues enhance performance or 
whether high performance increases a scientist's contacts (p. 52). 

In a frankly speculative view of the dynamic process relating individual 
characteristics and the institutional environment to technical achievement, 
die first article of Part Two envisions a circular, iterative process. The in­
dividual brings essential personal ingredients from his endowment or training: 
competence, curiosity (an internal source of challenge), and seJf-confidence 
(an internal source of security). When these are enhanced by 
involvement and resources, the result is creative achievement or solving of a 
problem. If the achievement is publicly recognized by the institution, the 
individual is exposed to new and unsolved problems (an external source of 
challenge) and gains prestige (an external source of security); diese in turn en­
hance self-confidence, curiosity, competence, resources, and involvement, 
and the stage is set for a further round of problem-solving achievement. 

This view sees technical performance as the result of neither individual 
resourcefulness nor environmental facilitation, but of repetitive reinforce­
ment between them. 

Creative Process, ln Chapter 9 we examined how the individual's creative 
ability as measured by the Remote Associates Test related to technical 
performance, and concluded that the effect depended heavily on the nature 
of the situation. The second article in Part Two reports a follow-up study 
on 115 medical sociologists which confirmed that creative ability was virtu­
ally unrelated to judges' ratings of either innovative ness or productiveness of 
project output, and that in the presence or absence of organizational support 
and individual motivation the correlation between creative abUity and inno-
vativeness of output varied from positive to negative. The results suggest 
that organizations seeking innovation may face a "security dilemma"; creative 
activities may erode professional security, yet without such security the 
individual is unlikely to utilize his creative potential. 

Time Pressure. In Chapter 12 of the original book we reported that in 
loosely coordinated settings it was necessary that the individual remain 
strongly motivated or stimulated i f he were to continue achieving. One form 
of stimulation may be the presence of deadlines or other forms of time pres­
sure. The role of this motivation in technical performance is addressed in the 
third article of Part Two. In contrast to the synchronous data of the orig­
inal study the data here were longitudinal—involving two measurements of 
motivation and performance on 100 NASA scientists over a five-year interval. 
Time pressure was found associated with above-average performance in the 
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subsequent period, but the converse was not found. We conclude that a sense 
of time pressure-within the bounds felt appropriate by the persons involved-
can enhance technical achievement. 

Supervisory Practices. In Chapter 2 of the original volume we described 
the role o f several decision-making echelons in deciding technical assignments, 
but did not deal directly with leadership practices in technical teams. This gap 
is filled by the final article of Part Two which reports on a study of 21 small 
teams in a NASA research center, where ten composite measures of supervi­
sory behavior were related to group scores on innovation. Surprisingly, we 
found that human relations skill mattered little; among other conditions, 
innovation occurred under supervisors who knew technical details of their 
subordinates' work, could critically evaluate that work, and could influence 
work goals. 

We hope that the revised edition—with the five new pieces which clarify 
or elaborate the earlier conclusions—will continue lo supply a conceptual 
and practical tool to promote productive climates in research and develop­
ment organizations. 

DC Pelz 
F.M. Andrews 

May 1976 



PREFACE 

This book is addressed to scientists and engineers, to administrators of 
research and development, and to all others who are concerned about the 
effects of organizations upon the work of their members. This book is 
one of the first major studies to examine the relationship between a sci­
entist's performance and the organization of his laboratory. Unlike many 
previous expositions about the best environment for technical people, 
the findings resulted from extensive analysis of factual data from a wide 
range of research personnel. 

Our concern with the topic of stimulating laboratory environments was 
aroused in the fall of 1951 when two members of the executive staff of 
the National Institutes of Health stopped in for a visit. Would the Survey 
Research Center be interested in studying attitudes and environmental 
factors related to the performance of N I H scientists? The Center was, and 
Pelz took on the job of project director. 

Work progressed over the next four years, and a number of intriguing 
results began to emerge.1 But as these were discussed with other inves­
tigators studying different kinds of R & D laboratories, discrepancies 
appeared. I t became clear that a broader study was needed before one 
could be sure what constitutes a stimulating environment for research 
personnel. We set out to design a study in which standardized instru­
ments would be administered to scientists and engineers in several types 
of laboratories. 

The years 1956 to 1957 were spent in devising methods and raising 

'The technical report containing these results is out of print (D. C. Pelz, R. C. Davis, 
G. D. Mellinger, and H. Baumgartel, Interpersonal Factors in Research, Part I, 1954; 
Part II, 1957 (mimeo); Institute for Social Research, University of Michigan, Ann Arbor. 
Results, however, are summarized in several places: D. C. Pelz, "Some Social Factors 
Related to Performance in a Research Organization," Administrative Science Quarterly, 
1956. vol. 1, pp. 310-325, reprinted in B. Barber and W. Ilirsch (eds.), The Sociology of 
Science. The Free Press of Glencoe (Macmillan), New York, 1902, pp. 356-369. See also 
D. C. Pelz, "Relationships between Measures of Scientific Performance and Other Vari­
ables," in C. W. Taylor and F. Barron (eds.). Scientific Creativity: Its Recognition and 
Development, John Wiley and Sons, New York, 1963, pp. 302-310. A short but full sum­
mary of results by 1956 from the NIH study and elsewhere appears in D. C. Pelz, "Moti­
vation of the Engineering and Research Specialist." American Management Association, 
General Management Series, No. 186, 1957, pp. 25-48 (reprint available as Publication 
#1213 from the Survey Research Center, University of Michigan). 

viii 
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money to conduct such a study. Under a grant from the Foundation for 
Research on Human Behavior, Pelz and his associates, Wallace P. Wells 
and Stewart West, interviewed 150 scientists in two industrial laboratories, 
a university defense-oriented institute, and several academic departments. 
These interviews explored the kinds of motivations which pulled or pushed 
these people, and the ways their performance was affected by colleagues 
and supervisors. 

In the fall of 1958 the Carnegie Corporation of New York gave a 
sizable grant to launch this present study. Our various questionnaires were 
administered to 144 scientist-professors in seven departments of a large 
midwestem university late in 1958. In 1959 similar data were collected 
from 526 scientists and engineers located at five industrial laboratories. 
Early in 1960, 641 research personnel in five government laboratories 
were added to the study. The next five years were spent in analyzing 
these data and testing interpretations of the emerging results on a variety 
of technical audiences. 

Organization of the Book 

Chapter 1 sets the context for the study. I t also provides certain basic 
information about the varieties of research personnel who participated 
and briefly describes our methods. The chapter concludes with a short 
series of statements which summarize some of the most general findings. 

The remaining twelve chapters are reasonably self-contained descrip­
tions of research results. The reader is encouraged to pick and choose 
among them as he pleases. The order in which these chapters occur, 
however, is not completely arbitrary. 

Chapters 2 through 9 are similar in that each examines various charac­
teristics of scientists and/or their laboratories and shows how these char­
acteristics related to their performance. In the chapters in this group, 
parallel analyses were carried out for five separate groups: Ph.D's in 
development labs, Ph.D's in research labs, and three other groups which 
have been labeled "engineers," "assistant scientists," and "non-Ph.D 
scientists." These chapters are all concerned with scientists' performance 
relative to other scientists with similar training and experience. 

Chapters 10 and 11 are related in that both are concerned with the 
type of laboratory environment which was optimum for scientists at 
different ages. These chapters report results for the same five groups of 
scientists used previously. 

I n Chapter 12 we look again at some of the factors which showed 
pronounced relationships with performance in previous chapters. Instead 
of examining the five groups of scientists separately, we asked whether 
they worked in labs where the work was tightly coordinated or where 
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coordination was rather loose. This amounted to cutting the same data 
in a different way and provided further insights about the effects of 
different laboratory environments on scientists' motivations and perform­
ance. 

The last chapter, 13, turns from individual scientists and engineers to 
the performance of the groups or teams of which they were members. 
Performance of the typical group was found to decline as its mem1>ers 
stayed together longer, and the chapter identifies a number of factors 
which seemed to help groups resist this decline. 

The reader who is curious about methods will find details in the ap­
pendices. 

July 1966 
Donald C. Pelz 
Frank M. Andretos 
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C R E A T I V E T E N S I O N S — 
AN O V E R V I E W 
Technical Achievement of Scientists and Engi­
neers Was High under Conditions that Seemed 
Antithetical. 
Donald C. Pelz 

What kinds of climate in research and development organizations are 
conducive to technical accomplishment? What is the optimum degree of 
freedom versus coordination? of pure research versus practical development? 
of isolation versus communication? of specialization versus diversification? 

To find some answers, my colleagues and 1 studied 1300 scientists and 
engineers in 11 research and development laboratories. Since the answers 
in different kinds of settings might vary, we included five industrial labo­
ratories, five government laboratories, and seven departments in a major 
university. Their objectives ranged from basic research to product develop­
ment. 

Among the findings appeared a number of apparent inconsistencies. 
The optimum climate was not necessarily some compromise between ex­
tremes. Rather, achievement often flourished in the presence of factors that 
seemed antithetical. 

Some examples are given below and summarized in Table l . 1 As we 
pondered these findings, it seemed possible to fit many of them under two 
broad headings. On the one hand, technical men were effective when faced 
with some demand from the environment—when their associates held diver­
gent viewpoints or the laboratory climate required disruption of established 
patterns. These might be called conditions of challenge. 

On the other hand, technical men also performed well when they had 
some protection from environmental demands. Factors such as freedom, 
influence, or specialization offer the scientist stability and continuity in his 
work—conditions of security. 

It seemed reasonable to say that the scientists and engineers of our study 
were more effective when they experienced a "creative tension" between 
sources of stability or security on the one hand and sources of disruption or 
challenge on the other. The term was suggested by T. S. Kuhn in a paper 
entitled "The essential tension: tradition and innovation in scientific re­
search."^ 

This article originally appeared as "Creative Tensions in the Research and Develop­
ment Climate" in Science, Vol. 157, No. 3785, July 1967, pp. 160-165 and is reprinted 
here with permission of the publisher. Copyright 1967 by American Association for 
the Advancement of Science. 

xv 
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TABLE 1 Eight Creative Tensions 
Security Challenge 

Tension I 
Effective scientists and engineers in both 

research and development labora­
tories did not limit their activities 
either to pure science or to applica­
tion but spent some time on several 
kinds of R & D activities, ranging 
from basic research to technical 
services 

Tension 2 
Effective scientists were intellectually in­

dependent or self-reliant; they pur­
sued their own ideas and valued 
freedom . . . 

Tension 3 
a) In the first decade of work, young 

scientists and engineers did well if 
they spent a few years on one main 
project . . . 

, But they did not avoid other people; 
they and their colleagues interacted 
vigorously 

. But young non-Ph.D.'i also achieved 
if they had several skills, and young 
Ph.D.'s did better when they avoided 
narrow specialization 

b) Among mature scientists, high per­
formers had greater self-confidence 
and an interest in probing deeply . . . 

Tension 4 
a) In loosest departments with mini­

mum coordination, the most autono­
mous individuals, with maximum 
security and minimum challenge, 
were ineffective . . . 

. At the same time, effective older 
scientists wanted to pioneer in broad 
new areas 

. More effective were those persons 
who experienced stimulation from a 
variety of external or internal sources 

b) In departments having moderate . . . to important problems faced by the 
coordination, it seems likely that organization 
individual autonomy permitted a 
search for the best solution . . . 

Tension 5 
Both Ph.D.'s and engineers contributed 

most when they strongly influenced 
key decision-makers . . . 

Tension 6 
High performers named colleagues with 

whom they shared similar sources 
of stimulation (personal support) . . . 

Tension 7 
R & D teams were of greatest use to . . . but intererest in broad pioneering 

their organization at that> "group had not yet disappeared 
Bge" when interest in narrow special­
ization had increased to a medium 
level.. . 

Tension 8 
In older groups which retained vitality . . . yet their technical strategics differed 

the members preferred each other as and they remained intellectually 
collaborators . . . combative 

. . but also when persons in several 
other positions had a voice in select­
ing their goals 

. . but they differed from colleagues 
in technical style and strategy (dither 
or intellectual conflict) 
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Necessity is said to be the mother of invention, but our data suggest that 
invention (technical achievement) has more than one parent. Necessity 
might better be called the father-since necessity is one form of challenge, 
a masculine component. The role of mother is, rather, some source of 
security. When both are present, the creative tension between them can 
generate scientific achievement. 

Methods 
The findings were not obtained by polling scientists concerning what 

climate they preferred. Rather, we obtained measures of each man's scien­
tific performance, including his scientific or technical contribution to his 
field of knowledge in the past 5 years, as judged by panels of his colleagues; 
his overall usefulness to the organization, through either research or admin­
istration, also as judged by his colleagues; the number of professional papers 
he had published in the past 5 years (or, in the case of an engineer, the 
number of his patents or patent applications); and the number of his unpub­
lished reports in the same period. 

The performance measures were modified in several ways. Since distri­
butions of papers, patents, and reports were skewed, a logarithmic trans­
formation was applied to normalize them. Systematic variations with level 
of education, length of working experience, time in the organization, and 
type of institution were removed by adding constants so as to equalize 
the means. Each scientist, that is, was scored relative to others with similar 
background. 

Characteristics of the climate were obtained on a carefully tested ques­
tionnaire. The two sets of data (on performance and on climate) were 
analyzed to find those conditions under which scientists actually performed 
at a higher or lower level. 

Since optimum conditions might differ in different settings, all analyses 
were replicated within five subcategories: Ph.D.'s in research-oriented labo­
ratories; Ph.D.'s in development-oriented laboratories; non-Ph.D.'s in 
research-oriented and in development-oriented laboratories (for convenience 
the latter have been called "engineers"); and non-Ph.D.'s in laboratories 
where 40 percent or more of the staff members held a doctoral degree 
(because of the limited influence and promotional opportunity of these non-
Ph.D.'s we have called them "assistant scientists"). 

Science versus Application 
For the fust illustration, consider a tension not between factors of security 

and challenge but rather between science-oriented and product-oriented 
activity. The respondent estimated the proportion of his technical time (that 
is, time spent on research or development, as opposed to administration or 
teaching) that he allocated to each of the following five "R & D functions": 
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Research (discovery of new knowledge, either basic or applied): 
• General knowledge relevant to a broad class of problems 
• Specific knowledge for solving particular problems 

Development and invention (translating knowledge into useful form) 
• Improving existing products or processes 
• Inventing new products or processes 

% 
% 

% 
% 

Technical services (either analysis by standardized techniques 
or consultation and trouble-shooting) % 

Some interesting trends appeared. For instance, Ph.D.'s in both research-
oriented and development-oriented laboratories were judged most effective, 
on the basis of several criteria, when they devoted only half their technical 
time to research as such (first two categories above) and the rest to activities 
described as development or technical services. Similarly, Ph.D.'s in develop­
ment-oriented laboratories were most effective when they spent only one-
quarter or one-third of their time on activities labeled "development." 

Another way to summarize the same data is illustrated in Fig. 1, where 
technical contribution is plotted against the number of R & D functions 
to which the individual devoted at least a little time (6 percent or more). 
Similar curves (not shown) were obtained for other measures of achievement 
usefulness, publications, patents, and unpublished reports. Even in labo­
ratories devoted to pure research the best performers carried on four func­
tions; they did not concentrate on research alone, but spent some time on 
development or service fuctions. Performance dropped if PhD.'s or assistant 
scientists tried to perform all five functions, although engineers flourished 
under this condition. 

Effective scientists, in short, did not limit their efforts either to the world 
or pure science or to the world of application but were active in both (see 
Table 1, tension 1). 

Is this involvement with both worlds a genuine tension? I am inclined to 
think so. As time invested in one increases, investment in the other must 
decrease. Demands for solution of practical problems can interfere with 
long-range research. 

Why, then, should such a tension be creative? Several writers have pro­
posed that a creative act occurs when a set of elements not previously associ­
ated is assembled in a new and useful combination. Diversity in technical 
activities may broaden the range of elements from which the scientist or 
engineer can draw in synthesizing new combinations. 

Other findings reinforced the importance of diversity. Individuals per­
formed better when they had two or three "areas of specialization" within 
their scientific discipline, rather than one. The Ph.D.'s did their best work 
not when they devoted full time to technical activities but when they spent 
about one-quarter of their time in either teaching or administration. 

In the framework of challenge versus security, diversity in the task may 
also be viewed as a source of disruption and hence a condition of challenge. 
For data on specialization versus diversity, see Table 1, tension 3. 
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Figure 1. Graph showing that the more numerous were the R&D functions, 
up to four, performed by Ph.D. 's and assistant scientists in development-
oriented and research-oriented laboratories, the higher was their scientific 
or technical contribution as judged by colleagues; engineers did best when 
they had five R&D functions. 

Independence versus Interaction 
Scientists place high priority on freedom. To measure this need, an index 

of "motivation from own ideas" was constructed, from self-reported (i) stim­
ulus by one's previous work, (ii) stimulus by one's own curiosity, and (iii) 
desire for freedom to follow one's own ideas. This score—the index might 
also be labeled intellectual independence—was analyzed in relation to the four 
performance measures within each category of scientific personnel. A series 
of positive correlations appeared. Among the 36 correlation coefficients, 
25 were positve (r = +.10 or larger) and none were negative; this was one of 
the most stable trends in the analysis, and was consistent with other research. 
As stated by Anne Roe, 3 "almost all studies of scientists agree that the need 
for autonomy, for independence of action, is something that seems to be 
particularly strong in this group." 

In what seemed an inconsistency, however, effective scientists did not 
avoid other people; they and their colleagues interacted vigorously. High 
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performers conferred with their most important colleagues several times a 
week or daily; they regularly conferred with several colleagues in their own 
section and often with ten or more elsewhere in the organization. 

ln our speculative framework, independence or self-reliance is a source 
of security. Interaction with colleagues is a source of challenge, for they 
may criticize and prod. The high contributor experienced a creative tension 
between independence and interaction (Table 1, tension 2). 

The skeptic may ask, Are the two conditions antithetical? In terms of 
their occurrence in our data, not necessarily. Yet in common experience it is 
often difficult to maintain one's independence under social pressure. As 
Ralph Waldo Emerson put it over a century ago in his essay "Self-Reliance": 
"I t is easy in the world to live after the world's opinion; it is easy in solitude 
to live after our own; but the great man is he who in the midst of the crowd 
keeps with perfect sweetness the independence of solitude." The aphorism 
fits our effective scientists today. In the midst of the crowd they retained— 
with enough sweetness to be creative—the independence of solitude. 

Age, Specialization, Diversity 
In one analytical study we considered the question, Under what conditons 

can younger or older scientists, respectively, do their best work? Andrews 
and I had speculated that younger scientists already face challenge because 
their work is new; mainly they need security. Older scientists, we thought, 
possess security and mainly need challenge. To test these ideas we correlated 
several measures of climate against performance within successive age 
brackets. 

The findings were far from simple. The overall conclusion, however, was 
that, among younger and older scientists alike, both security and challenge 
were required for achievement. 

In the youngest age categoies (up to age 34), positive correlations appeared 
between technical performance and length of time the scientist or engineer 
had spent in his main project. Devoting 2 or 3 years to one undertaking is 
a source o f security. It enables the young man to build contributions in 
which he can take pride. But, at the same time, young non-Ph.D.'s were 
effective when they had several areas of specialization, and young Ph.D.'s 
did better when they were not preoccupied with "digging deeply in a narrow 
area." A diversified task provides challenge (Table 1, tension 3a). 

After age 40, a somewhat different set of measures accompanied high 
performance. Older individuals achieved only when self-confident—when 
motivated from their own ideas and willing to take risks. After age 50, 
achievement was also linked with an interest in probing deeply. These 
factors both suggest security. On the other hand, achievement after 50 was 
also linked strongly with interest in mapping broad features of new areas 
(Table 1, tension 3b). Thus, among older scientists, positive correlations 
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appeared between performance and both penetrating study and wide-
ranging study. The tension in this case was genuine; self-ratings of the two 
interests were found to be negatively correlated. 

One wonders whether, in the creative tensions discussed thus far, the 
opposing conditions occur simultaneously or successively. Does the effec­
tive scientist pursue one narrow specialization at the same time he is ex­
ploring several new frontiers, or does he alternate between these postures? 
Does he retreat one month to his own ideas and engage in dialogue the next, 
or does he do both at the same time? 

Our data contain no means of distinguishing. My hunch is that many 
creative scientists are flexible; they are able to alternate between contrasting 
roles. 

The Individual and the Organization 
We saw previously the importance of desire for independence. But to 

desire independence does not mean that one is independent. We therefore 
measured the individual's freedom to choose his own research or development 
tasks by asking who exerted weight in deciding what his technical goals or 
assignments were to be. The more weight exerted by the technical man 
himself, relative to that exerted by his chief, his colleagues, or higher exec­
utives or clients, the greater his perceived autonomy. The measure appeared 
valid: it was highest for Ph.D.'s in research, and lowest for "assistant sci­
entists." 

Now the more autonomy an individual has (the more weight in selecting 
his own assignments), the greater should be the stability and continuity 
of his work—the greater his security. And we found that, as autonomy in­
creased, so did performance—up to a point. We were puzzled, however, to 
observe that when Ph.D.'s in both research-oriented and development-
oriented laboratories had more than half the weight in choosing their goals 
their performance dropped, whereas in the case of non-Ph.D.'s, as their 
autonomy increased their performance continued to rise. Why? 

In one search for answers we examined an organizational variable: the 
tightness or looseness of coordination within the department, measured by 
nonsupervisory scientists' ratings of the coordination within their section and 
supervisors' ratings of coordination between sections. (Individual autonomy 
and departmental looseness are of course interrelated, but within a given 
department the freedom of individuals can vary.) A loose organization does 
not make demands on its members; it provides high security with little 
challenge. 

We found first that, in the most loosely coordinated departments, highly 
autonomous individuals actually experienced less stimulation, from either 
external or internal sources. They withdrew from contact with colleagues; 
they specialized in narrow areas; they even became less interested in their 
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work. In these settings, maximum autonomy was accompanied by minimum 
challenge. 

Yet in the most loosely coordinated settings, we also found, it was essen­
tial that the person be challenged i f he were to achieve. It was here that the 
strongest correlations appeared between performance and various stimulating 
factors: diversity in the work, communication with colleagues, competition 
between groups, involvement in the job. 

In these loosely coordinated settings, the most autonomous Individuals 
were able to isolate themselves from challenge. A nondemanding organiza­
tion permitted them to withdraw into an ivory tower of maximum security 
and minimum challenge. There they atrophied (Table 1, tension 4a). 

What about the more demanding organizations-those of moderately tight 
coordination? Why was autonomy an asset here and not a handicap? We 
found that autonomous persons here had more diversity in their work, 
not less. One can speculate that in these departments the technical man had 
to face problems important to the organization; personal freedom enabled 
him to find the best solutions. Again a creative tension: the organization 
itself presented challenges; autonomy provided security for solving them 
(Table Intension 4b). 

Influence Given and Received 
The question used to measure autonomy also indicated the weight exerted 

by other persons in the choice of an individual's assignments. The "decision­
making sources" were grouped into four categories: the individual, his 
immediate supervisor, his colleagues or subordinates, and higher executives 
or clients. We scored for each scientist how many of the four sources were 
said to have had at least some weight (10 percent or more) in selecting his 
technical goals. 

Now, to discuss one's projects with persons in several positions is to run 
the risk of criticism and disruption. The more sources there are involved 
in decision, the greater is the likelihood of challenge. 

For the scientist to allow other people some weight in his assignments 
does not, however, mean that he is powerless. He can influence the decision-
shapers, and influence provides security. 

We divided respondents into those who felt they exerted strong influence 
over key decision-makers and those who felt they exerted little. Responses 
on this item appeared valid; the highest influence was reported by Ph.D.'s 
in research laboratories, and the lowest by assistant scientists. 

The results were clear: both Ph.D.'s and engineers performed well when 
all four sources had some voice in shaping their goals but when, at the same 
time, the individual could influence the main decision-makers. From this 
arose creative tension S (Table 1): influence received from several others 
(challenge) combined with influence exerted on others (security). 
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The reader may ask, To what extent are the receiving and giving of influ­
ence antithetical? In conventional views of bureaucracy, each is seen as 
restricting the other; the size of the ''influence pie" is considered a constant, 
so that i f superiors have more, subordinates have less. Likert 4 argues, how­
ever, in a fashion compatible with our results, that the total amount of 
influence is not fixed. When everyone exerts more—when total control 
rises—performance is likely to improve. 

But why should participation enhance the scientist's performance? 
Mainly, 1 suspect, because it helps him to avoid the narrow or trivial, to 
select tasks of significance, either to the organization or to science. Diverse 
contacts may also turn up unrecognized problems, or suggest new approaches 
to old ones. Finally, the interest of others in the scientist's work will enhance 
his own involvement in i t . 

"Dither" 
Another way in which a man's colleagues can provide challenge is through 

questioning his ideas. An apt label was borrowed by Warren Weaver** from 
British colleagues who built into antiaircraft computing devices a "small 
eccentric or vibrating member which kept the whole mechanism in a constant 
state of minor but rapid vibration. This they called the 'dither.'... We need 
a certain amount of dither in our mental mechanisms. We need to have our 
ideas jostled about a bit so that we do not become intellectually sluggish." 

A scientist's colleagues may jostle his ideas i f they and he approach a 
problem differently. To test this hypothesis, we measured similarity or 
dissimilarity between the scientist and his colleagues in several ways. One 
method was subjective—the respondent's perception of how his own tech­
nical strategy resembled that of his co-workers. Other measures were objec­
tive, in the sense that we examined the approaches reported by the respon­
dent and by each of his colleagues and numerically scored the similarity 
among them. 

How much dither or disagreement is healthy? In our data the answer 
depended on the kind of dither. One objective measure concerned the 
source of motivation—whether one's superior, the technical literature, or 
some other source. Scientists who responded to the same sources were 
somewhat more effective—perhaps because they had similar interests. 

On three other measures we found the opposite to be true. Scientists and 
engineers did somewhat better when they saw themselves as different from 
colleagues in technical strategy, and when as scored objectively, they differed 
from colleagues in style of approach (when, for example, the individual 
stressed the abstract, his colleagues the concrete) or differed in career orien­
tation. 

How to reconcile this paradox? ln some preliminary data obtained by 
Evan6 for industrial R & D groups, the teams he found most effective re­
ported personal harmony or liking among members, but intellectual conflict. 
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Colleagues who report the same sources of motivation as the scientist's own 
probably provide personal harmony and support—a form of security. When 
they argue about technical strategy or approach, they provide dither or 
challenge (Table 1, tension 6). 

Group Age 
Another portion of our analysis concerned the age of groups—the average 

tenure of membership in a given section or team. A reasonable hunch is 
that, as a group gets "older," security is likely to rise and challenge is likely 
to diminish. I f Uiis is so, what conditions are needed to maintain vitality 
as the group ages? 

To study this question, Wallace P. Wells identified 83 sections or teams 
in industrial or government laboratories (ranging in number of members from 
2 to 25, with a median of 6). He averaged the measures for scientific con­
tribution and usefulness of members in each group and adjusted the averages 
to rule out the effects of individual age, percentage of Ph.D.'s, and type of 
setting. 

When he plotted the adjusted measures against group age. Wells found 
that group performance generally declined as group age increased, although 
usefulness was highest for groups with an average tenure of 4 to 5 years. 

Why the decline after 5 years? In a search for clues, Wells examined 
several measures of the group's climate in relation to its age. Two of these 
measures are plotted in Fig. 2. The average preference for "deep probing 
of narrow areas" (a source of security) rose steadily as group age increased, 
while the interest in "broad mapping of new areas" (a source of challenge) 
dropped. Note in Fig. 2 that usefulness was highest shortly beyond the 
point where the two curves cross, where both interests were present in some 
degree (Table 1, tension 7). The finding is similar to that for tension 3b 
and may partly overlap it, since older groups tend to contain older 
individuals. 

Not all older sections declined in vitality; some continued to be both 
useful and technically creative. Why? Wells examined other measures of 
group climate. One he called "cohesiveness"; a group scored high on this 
measure i f its members listed other members of the team as their main col­
leagues. I f group members prefer one another as collaborators, they are 
undoubtedly secure. 

Wells found that in older groups (average group age, 4 years or more), 
cohesiveness was correlated strongly with usefulness and technical contribu­
tion. That is, i f an older team continued to be cohesive, it stayed effective. 
Also, those older groups whose members communicated freely with one 
another performed better than younger ones did. 
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Figure 2. Graph showing that R&D teams were most useful at that group age 
when the members wanted both to specialize and to pioneer. 

Yet the climate in effective older groups could hardly be called relaxed. 
On the measure of felt similarity to colleagues in technical strategies, Wells 
found that, in older groups, the more dissimilar the approach was, the higher 
was the performance. 

One other measure proved surprising. Scientists rated the "hesitance to 
share ideas" within their section (for convenience we have called it "secre-
tiveness"). Usually such hesitance was absent or mild. When some of this 
feeling was present in new groups, it was a handicap; it hindered their work. 
But this feeling enhanced the performance of older groups. 

On reflection, Uiis contrast makes sense. A new, insecure group must 
suspend criticism while it searches for new ideas. An old, secure group, on 
the other hand, will profit from criticism, i f it stays effective it is not a club 
where one can lower his intellectual guard. On the contrary, there is com­
petition in ideas; members sharpen their wits and marshal their evidence 
before speaking. Such a climate indicates challenge rather than insecurity. 

Creative tension 8 (Table l)-intellectual combativeness among colleagues 
who value each other—resembles tension 6. To prefer one's section members 
as collaborators is a sign of personal support, while the atmosphere of com­
bativeness indicates intellectual conflict. 
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Practical Implications 
Before considering practical implications I should raise the question, 

What is cause and what is effect? Does a combination of security and chal­
lenge help to generate achievement? Or do scientists who achieve experience 
more security and sense of challenge? 

My own speculation is that a feedback loop exists. Usually a high per­
former has not only ability but also personality traits of curiosity and con­
fidence. He is attracted to diverse problems and to contact with colleagues 
(a source of challenge) and at the same time insists on freedom and a voice 
in decision (conditions of security.) He thus exposes himself to conditions 
which in turn stimulate him to achieve. I f this is the case, might lower 
achievers surround themselves with a similar climate and so enhance their 
own performance? Can R & D managers help to create such environments? 
I believe they can, and offer the following suggestions. 

Conditions of Security 
An important quality (see Table 1, tension 2) is self-reliance and pursuit 

of one's own ideas. But in development-oriented laboratory the manager 
cannot give each man a free hand: how then can he build an individual's 
pride in his own work? One way perhaps is to insure Urat once or twice a 
year each man produces a product which bears his own name—even i f this 
requires that a jointly prepared document be broken into parts. It was 
disturbing to fmd in our sample that two out of five non-Ph.D.'s in research 
had not published a single paper in 5 years; among engineers the figure was 
four out of five. Half the engineers had not a single patent to their credit 
in the past 5 years, and one out of five had not authored even an unpublished 
report. How can a scientist feel confident of his own ideas i f he has no 
output in which to take a fatherly pride? 

Consider how the method of rewarding performance may affect self-
reliance. Typically a single chief assigns tasks, judges results, evaluates 
performance, and recommends promotions. What better way to stamp out 
independent thought? To build self-reliance there must be multiple channels 
for recognizing achievement. Make sure that each subordinate has a chance 
once or twice a year to explain his work to colleagues outside his group. 
In review sessions with executives or clients, include the engineer who is 
doing the work and let him do some of the talking. 

Another security factor is autonomy-substantial weight exerted by the 
individual in choice of assignment (see Table I , tension 4). Such weight does 
not mean, however, that the individual should be completely on his own. 
From a further analysis (not reported above) it appeared that a technical 
worker in a development-oriented laboratory performed best when he and his 
supervisor jointly determined assignments. For Ph.D.'s in research labora­
tories, an effective condition was joint determination by the scientist and 
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his colleagues. Assignment by the supervisor alone was the worst condi­
tion in all settings. 

Security can be provided by the opportunity to influence others who 
decide one's assignments (Table 1, tension 5). Organizational structure 
plays a part here. Such influence is probably weaker in a many-leveled 
impersonal organization where each level has a veto. The individual's voice 
counts more in an organization of flat structure with fewer levels, where 
there is a chance for face-to-face contact with the people who shape his 
assignments. 

Security increases with the length of time an individual spends on a given 
project (tension 3), particularly in the case of the younger man. Give him a 
year or two to dig into his main project, instead of shifting him every 3 
months. He must have time to build a solid contribution. 

One's colleagues can also be a source of security, ln forming teams, 
managers can put together individuals who have similar sources of motiva­
tion—who are interested in the same kinds of problems (tension 6). 

As R & D teams get older they can remain productive i f they stay cohesive 
(tension 8). The supervisor can encourage cohesion by giving credit to the 
group rather than to himself. He can build mutual respect by publicizing the 
contribution of each member. He can strengthen teamwork through pro­
moting competition with other groups in tire solution of technical problems. 

Conditions of Challenge 
Scientists and engineers performed well not only when they had con­

tinuity and stability but also when they were challenged by demands from 
their environment. Frequent contact with one's colleagues (tensions 2 and 
5) can be an important source of challenge. Such contacts can stimulate the 
individual in many ways. They can point to significant problems, suggest 
new approaches, or correct errors in a present approach. 

How can die R & D manager encourage fruitful interaction? Often simply 
by knowing who in die organization or the field is doing what; he can steer 
the scientist to others who can give or use help. He can invite the individual 
to talk to a seminar, set up study teams and evaluation groups, pose problems 
which require consultation for their solution. 

To encourage friendly disagreement, the R & D manager can invite mem­
bers of an older group to look for flaws in each other's presentations (tension 
8). When forming a new project committee he can include individuals who 
like each other but who use different strategies (tension 6). Periodic re­
grouping of teams—always with the consent of the persons involved—may 
help in maintaining a vital atmosphere. 

Specialization lends security but diminishes challenge; some degree of 
diversity is required (tensions 1,3, and 4). The manager should beware of 
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letting some individuals focus exclusively on research, others exclusively 
on development. He should encourage his staff to tackle some jobs in both 
areas. 

A younger scientist needs more than one area of specialization (tension 
3a). In addition to a main continuing assignment, give him each year a 
second, shorter assignment which demands that he learn a new skill. Keep 
the older man's interest in broad areas strong by tempting him with problems 
on the pioneering edges of his field (tension 3b). Set up refresher courses; 
arrange sabbatical exchanges with a university. 

Teams as well as individuals can become too specialized and lose interest 
in pioneering (tension 7). The R & D manager should not assume that one 
group has become the expert group in a specific area. As problems in this 
area arise, occasionally he will give one of them to a different team. He 
will challenge the expert group now and then with a task outside its specialty. 

In the short run, such a policy may not be the most efficient way to 
manage a laboratory. It may cost more and take more time. But in the 
long run it will make for breadth and flexibility, and these will continue to 
open doors for creative advances. 

SUMMARY 
As Andrews and I examined the conditions under which scientists and 

engineers did effective work, we observed a number of apparent paradoxes. 
Achivement was high under conditions that seemed inconsistent, including 
on the one hand sources of stability or confidence (what 1 have called "se­
curity") and on the other hand sources of disruption or intellectual conflict 
(that is, "challenge"). It appears that, i f both are present, the creative tension 
between them can promote technical achievement. 
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RESEARCHING SCIENTIST 

What constitutes a stimulating atmosphere for research and 
development? That was the guiding question for the six-year explor­
ation described in this book. Each of the following chapters gives 
results on specific aspects of that question. 

This chapter describes the types of research personnel we studied 
and a few crucial details about how we studied them. 

Bringing the chapter to a close is a brief series of statements 
abstracted from subsequent chapters. These portray some of the 
broad features characterizing environments in which scientists were 
most effective. 

Before the twentieth century, most research and development was con­
ducted by a single scientist-engineer who worked alone or with a few 
assistants. Today, institutes and research centers are multiplying in many 
parts of the world. Most of today's scientists and engineers depend on 
these organizations for equipment and support. 

This book is based on the premise that R & D organizations provide 
more than facilities for their members. They also provide an environment 
which may either stimulate or inhibit the scientists' performance. 

Despite hopes for the future achievements of technical men and their 
organizations, and despite the immense resources used in their support, 
remarkably little is known from scientific evidence about the best way to 
operate a laboratory. Since World War I I scores of conferences and books, 
and hundreds of articles, have been based on the experiences of managers, 
or on the wishes of research personnel, or simply on cliches. Many of 
them are rich in insights, but personal convictions, however sound, are 
not equivalent to valid evidence. 

This book describes one of the 6rst major attempts to apply rigorous 
methods of research to the administration of R & D laboratories. Informa­
tion about technical performance, working relationships, and motivations 
was collected from 1300 scientists and engineers. Conclusions were not 
derived from opinions alone. Rather, the data were analyzed to determine 
what conditions—either in the environment or in the individual's orienta­
tion toward it—actually accompanied a high or low level of performance. 

The study was an attempt to pioneer in a complex field. Often the 

1 
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findings did not come out as smoothly as we hoped; sometimes we found 
nothing at all! Nevertheless, some solid results emerged—features of the 
environments in which many types of technical men, in basic and applied 
laboratories, in industry, government, and university, did their best work. 

These results are intriguing as scientific data about research administra­
tion and, in addition, are also useful. They describe characteristics of 
organizations, and organizations can be changed toward more favorable 
forms. Individual scientists and engineers, for example, can alter their 
working relationships with colleagues; often they can steer themselves into 
(or out of) certain types of commitments. Through such changes the 
individual researcher can alter his own environment so as to gain more 
stimulation from it. 

The director or supervisor of R & D, using similar techniques and his 
substantial power as an administrator, can produce changes in his laboratory 
which increase the likelihood of achievement. Each chapter concludes 
with a section on implications, usually in the form of a dialogue, which 
attempts to translate the findings into practical steps for the R & D 
manager. 

R E S E A R C H P E R S O N N E L A N D O R G A N I Z A T I O N S S T U D I E D 

The data on which the study is based come from 1311 scientists and 
engineers located in eleven different laboratories. Included were 641 pro­
fessionals in five industrial laboratories specializing in pharmaceuticals, 
glass and ceramics, electronics, and electrical equipment. Also included 
were 144 professors from seven departments of a midwestern university 
(biological, physical, and social sciences) and 526 scientists and engineers 
from five government laboratories (weapons guidance, animal diseases, 
commercial uses of agricultural products, and basic research in several 
physical sciences). 

This set of laboratories was deliberately heterogeneous, but not a 
representative sample of research organizations. We went where we 
could gain entree. Some types of labs were missing—the basic research 
lab in industry, for example, or the independent not-for-profit institute. 
Although it is possible that findings would have been markedly different 
in these types of labs from what was found in those that were studied, 
this seems unlikely. Reported here are conditions which enhanced per­
formance for a wide variety of research personnel. Thus the idiosyn-
cracies of particular locations became less important.1 

'All data were collected in American laboratories and it is not clear how applicable the 
findings would be in other countries. Although It is possible that the motivational and 
environmental conditions which enhance intellectual functioning (including research and 
development) are similar everywhere, the study which demonstrates this has yet to be 
conducted. 
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Given the intentional heterogeneity of the laboratories studied, we 
wondered how the research personnel should be divided into more homo­
geneous subgroups. There were numerous bases on which these R & D 
people might be divided. Which was best? University versus industry ver­
sus government? Basic versus applied? Ph.D versus non-Ph.D? Chemist 
versus physicist? Old versus young? It would have been impractical to 
use all. After considerable exploration,2 we settled on three dominant 
factors. 

1. Orientation of the Scientists Department toward Research or 
Development 

A "department" was a subdivision of the laboratory usually containing 
20 to 60 members and several sections, with two or three levels of super­
vision (except for academic departments). "Research-oriented" depart­
ments were those in which staff members agreed that executives esteemed 
and rewarded scientific publication. In "development-oriented" depart­
ments, the staff agreed that what really counted was development of new 
or better products or processes. These values were recognized, even though 
the activities of individuals might vary. The staff of the pharmaceutical 
laboratory, for example, published heavily, but agreed that the big re­
wards went to the man who developed a profitable drug. Individual moti­
vations, as well as the type or quantity of output (papers, patents, re­
ports), differed substantially among departments which varied on this 
dimension. 

2. Possession of the Ph.D 
Ph.D's differed noticeably from non-Ph.D's in their motivations and 

the quality and quantity of their output. (Possession of a master's degree, 
on the other hand, made little difference.) We were convinced that doc­
toral scientists were distinct unto themselves—whether by selection or by 
training—and should be analyzed separately. 

3. Domination of the Department by Ph.D's 
For nondoctoral scientists, it made a difference whether the depart­

ment was run by Ph.D's (in some departments, 40% or more of the staff 
held the doctorate), or not so dominated (in other departments, fewer 
than 10% were Ph.D's). 

Nondoctoral scientists in Ph.D-dominated laboratories tended to be 
permanently subordinate. They felt they had less autonomy and influence 

*A log of these investigations is included in the following working papers, available from 
the Survey Research Center, University of Michigan: Analysts Memo #7, "Dimensions of 
Organizational Atmosphere" (Publication #1825); Analysis Memo #9, "Organizational 
Atmosphere as Related to Types of Motives and Levels of Output" (Publication #1826); 
Analysis Memo #10, "How Motives Relate to Three Kinds of Output in Various Types of 
Laboratories" (Publication #1826). 
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than other nondoctorals, they saw their professional opportunities as more 
limited, and they seldom held jobs above a middle status. Where Ph.D's 
were scarce, on the other hand, nondoctorals could rise to the top of the 
status ladder. 

From these three factors, five "primary analysis groups" were defined 
as follows; these will be used throughout the book.3 

A. Ph.D's in Development-Oriented Laboratories. Half of these were 
located in industry, half in government. 

B. Ph.D's in Research-Oriented Laboratories. Two-thirds were in the 
university (all of our academic scientists were in this category) and one-
third in government. 

C. Non-Ph.D's in Development-Oriented Labs not Dominated by Ph.D's. 
Because the majority of these people had been trained in engineering 
specialities, it was convenient to call them "engineers." About three-
quarters were in industrial locations, one-quarter in government. 

D. Non-Ph.D's in Ph.D-Dominated Laboratories (either research- or 
development-oriented). They were part of the professional staff, but be­
cause of their subordinate status, we have called them "assistant scien­
tists." Half were in government, half in industry. 

E. Nondoctoral Scientists in Research-Oriented Labs not Dominated by 
Ph.D's. All of these were in government settings. 

Sources of Data 
The data described in this book may be classified into two broad 

types: (a) information about the scientist and the conditions which pre­
vailed in his laboratory, and (b) information about his performance. 

Since each of the succeeding chapters considers its own particular 
set of laboratory conditions or characteristics of research personnel, time 
will not be taken at this point to describe the various measures in detail. 
In most instances, they were derived from a carefully tested questionnaire. 
It had been shown to give results which were highly consistent within 
themselves and reasonably reliable over time.4 The questionnaire was 
administered under conditions of complete confidentiality and inquired 

3Differences in motivations and attitudes of these five groups are described in D. C. Pelz 
and F . M. Andrews, "Organizational Atmosphere, Motivation, and Research Contribution," 
American Behavioral Scientist, December 1962, vol. 6. pp. 43-47. 
4 The stability of questionnaire responses is often questioned. Are answers likely to fluctuate 
from day to day, depending on how the individual is feeling? We investigated this. After 
data from our main study had been collected, 418 other industrial scientists completed the 
questionnaire. Two months later, a random sample of 52 of these scientists repeated many 
of the same items. One important result was the very high stability of the mean scores for 
this group. On 89 items consisting of five- or seven-point scales, the correlation between 
the two sets of group means was .97. Further details appear in Appendix F ; also in Prelim­
inary Report #9, "Reliability of Selected Questionnaire Items," available as Publication 
#1991R from the Survey Research Center, University of Michigan. 
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only about subjects which most scientists had no fears of discussing. For 
these reasons, we think the data truly reflect the perceptions of the 
respondents. 

Performance. Since information collected about each scientist's per­
formance would be crucial to the success of the study, great efforts were 
made to ensure validity. Two different but complementary approaches 
were used. 

Some of the performance data were based on judgments of each man's 
work. These judgments were made by people in the same laboratory who 
knew the man's work and who felt qualified to compare it with the work 
of others in that laboratory. Judges were senior people from both the 
nonsupervisory and supervisory levels vvithin each laboratory. 

Each judge provided two different rankings of the people he felt 
qualified to compare: first according to their contribution to general 
technical or scientific knowledge in the field (within the past five years), 
and secondly according to their over-all usefulness in helping the organi­
zation carry out its responsibilities (also within the past five years). 

Nearly all people were judged by several different judges. Although 
each judge worked individually without knowledge of rankings made by 
other judges, there was substantial agreement among the judges.5 

Although the judgments formed one important source of information 
about performance, they had certain limitations. Since judges were in­
structed to compare each person with others in the same laboratory, the 
averages for the different laboratories (when judgments had been con­
verted into percentiles) necessarily were the same. There was no way 
of telling whether the performance of the top man in one laboratory was 
above or below the performance of the top man in another laboratory. 
Also, it was possible for the evaluations to be influenced by subjective 
factors, such as the judges' liking for the individual. 

It therefore seemed wise also to measure performance by more objec­
tive (but not necessarily better) criteria: the numbers of various scientific 
products which the individual had produced within the past five years. 
Each participant indicated the number of papers he had published in 
professional journals within the past five years, the number of his patents 
or patent applications, and the number of his unpublished technical re­
ports or manuscripts within the same period. A later check showed that 
respondents' claims were reasonably accurate.6 

1 Appendix A presents details of the procedures used, the method of combining judgments 
from several different judges, and the extent of their agreement. 
e I t turned out that only the engineers produced a significant number of patents and that 
engineers rarely claimed published papers. Reports, however, were a relevant form of 
output for all five analysis groups. 

Appendices B and C present details about the validity and reliability of these measures 
and describe the steps used in preparing them for analysis. 
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After deleting certain types of output which were irrelevant to some 
groups, we had four separate measures of each participant's performance: 
judged contribution, judged usefulness, output of reports, and output of 
papers or patents. Not surprisingly, people who scored high on one 
tended to score high on the others.7 Nevertheless, since the agreements 
were far from perfect (the measures were intended to measure different 
aspects of performance and therefore were not expected to show perfect 
agreement), all analyses were carried out and reported in quadruplicate, 
one for each performance measure. When results based on the judgments 
were corroborated by results based on the objective output of scientific 
products, our confidence in the findings was heightened. 

Adjustment of Performance Measures. Before beginning our analyses, 
it seemed important to remove the effects of certain factors which ac­
counted for some of the differences in performance but which were 
extraneous to our main concerns. 

For example, government Ph.D's in research published 50% more than 
did university Ph.D's; and "assistant scientists" in government published 
twice as much as those in industry. Was this the result of a better climate 
in government? We suspected it stemmed rather from the obligation of 
government labs to let the public know where its money was going. 
Similarly the relatively low publication rate among scientists in industrial 
labs could be attributed to "company security." 

We decided to eliminate differences in the output measures which 
were attributable to the type of setting (we retained, however, differences 
among laboratories within the same type of setting). Accordingly, we 
added constants to equalize the average output from the following cate­
gories: (a) the five "primary analysis groups" described earlier; and also 
(b) university, government, and industry. 

However, certain other effects, extraneous to our primary concerns, 
were still present. We wanted to remove these also. 

For example, we expected to find performance related to experience. 
If younger scientists were enthusiastic, whereas older ones were calm, 
and if younger ones had achieved less because of their youth, we might 
find enthusiasm seeming to inhibit achievement! Clearly one should com­
pare young scientists with their contemporaries before making inferences 
about preferred forms of motivations and working relationships. 

Examining the data on time since degree, we did indeed find that 
performance started low for people recently past their degree, rose rather 
steadily to 15 or 20 years beyond the degree, and then started to drop 
again. Length of time in this lab also showed a general upward trend, 
independent of time since degree. Effects due to these factors were also 

T Appendix D presents the interrelationships between the various performance measures. 



Researching the Scientist 7 

removed by adding constants to equate the average performance of 
groups of scientists who differed in experience.8 

The effect of the various adjustments was a set of performance meas­
ures which showed whether a scientist or engineer was performing high 
or low relative to his peers, that is, relative to other professionals with 
the same level of formal education, the same amounts of experience, and 
located in similar settings. 

Results: Some Over-all Impressions 
To conclude this chapter we present a series of statements, abstracted 

from succeeding chapters, which outline a few of the broad features 
which characterized the environments of the most productive scientists 
and engineers. 

•Effective scientists were self-directed by their own ideas, and valued 
freedom. But at the same time they allowed several other people a 
voice in shaping their directions; they interacted vigorously with 
colleagues. 

•Effective scientists did not limit their activities either to the world 
of "application" or to the world of "pure science" but maintained 
an interest in both; their work was diversified. 

•Effective scientists were not fully in agreement with their organi­
zation in terms of their interests; what they personally enjoyed did 
not necessarily help them advance in the structure. 

•Effective scientists tended to be motivated by the same kinds of 
things as their colleagues. At the same time, however, they differed 
from their colleagues in the styles and strategies with which they 
approached their work. 

•In effective older groups, the members interacted vigorously and 
preferred each other as collaborators, yet they held each other at an 
emotional distance and felt free to disagree on technical strategies. 

Thus in numerous ways, the scientists and engineers whom we studied 
did effective work under conditions that were not completely comfort­
able, but contained "creative tensions" among forces pulling in different 
directions. 

8Appendix C describes the procedures by which these adjustments were carried out, and 
a rather complex computer program which was used. This appendix also describes two 
other factors for which adjustments were made. Since adjusting for the latter actually made 
little difference, they have not been detailed here. 

In Chapters 10 and 11 we were particularly interested in effects associated with age, 
and therefore used performance scores which had not been adjusted for length of experi­
ence. Chapter 13 is concerned with the performance of groups, and a somewhat different 
process of performance adjustment was applied there; the details are in Appendix C. 
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FREEDOM 1 

Is Coordination Compatible with Freedom? Best 
Performance Occurred When Both Were Present. 

Research laboratories and their directors face a major dilemma. 
How can inner motivation be maintained in a large R&D organi­
zation? Scientists say they want freedom, and desire for self-
direction is essential to high performance. But the laboratory must 
accomplish the objectives for which it is financed. And this means 
coordination of technical staff toward specific goals. How are these 
two needs—of tfie individual and the organization—to be recon­
ciled? 

We therefore examined our data with these questions: How much 
actual freedom (in contrast to desire for freedom) goes with high 
performance? Can freedom and coordination co-exist, or must they 
impede each other? And how do the answers vary in different 
kinds of labs or for different levels of scientific personnel? 

As a guide to the reader, we sketch here the main threads of the chap­
ter. When decisions are being made about an individual's technical assign­
ments, other people or groups can enter such decisions in a bewildering 
variety of patterns. Two ways of simplifying these patterns were adopted. 
When we looked simply at the number of "decision-making sources"— 
the man himself, his immediate chief, his colleagues, and higher execu­
tives or clients—we found that in general the more of these who were in­
volved, the better he performed. This was especially true when the man 
himself could influence key decision-makers. A second technique was to 
examine what combination of sources exerted major weight. High per­
formance accompanied weight exerted by the scientist himself jointly 
with his chief {in development labs), or jointly with his colleagues (Ph.D's 

'The analysis described here was largely supported by grants from the U. S. Army Research 
Office (Durham). The basic data were first reported at a conference of research adminis­
trators in Estes Park, Colorado, September 1963: D. C . Pelz, "Autonomy versus Coordina­
tion in Scientific Laboratories." in 17th National Conference on the Administration of 
Research, University of Denver, 1963, pp. 97-105. An expanded version by Pelz appeared 
as "Freedom in Research," International Science and Technology, February 1964, pp. 54-66. 

8 
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in research labs); performance was low for all groups when the chief 
alone decided. 

A puzzling result was the fact that high autonomy benefited only 
non-Ph.D's. When we came back to this question later, we found that 
autonomous scientists and engineers did well if their interests were broad 
and diversified, but not if specialized. The chapter closes with some 
practical speculations. 

Measures of Autonomy 
A basic tool for measuring autonomy in the individual's own situation 

was Question 29 shown in the following box. We asked the respondent 
to tell us who had a hand in deciding his scientific goals and objectives. 
If he assigned himself a large portion of the weight in deciding his tech­
nical goals, we classified him as a man having high autonomy. 

Question 29. Consider the choice of goals or objectives of the various 
technical activities for which you are responsible (either your own work, 
or work which you supervise or coordinate). Who has weight in deciding 
on these goals and objectives? Estimate the relative percent of weight 
exerted by each of the following, to nearest 5-10%. 

Percent of weight 
in deciding goals 

Myself % 
Subordinates % 
Colleagues—other persons without supervisory 

authority over me % 
My immediate chief % 
Higher-level technical supervisors in this 

organization % 
Nontechnical executives % 
Clients or sponsors % 
Other: % 

Total (should add to 100%) ( %) 

The reader might wonder how accurate these reports were. Did scien­
tists or engineers actually have as much (or as little) autonomy as they 
said? We compared reports from persons in different situations. Ph.D's 
in research reported the most autonomy (largest weight for themselves, 
on the average); next in order were Ph.D's in development, followed by 
"engineers" (non-Ph.D's in development); lowest were "assistant scien­
tists"—nondoctorals in Ph.D-dominated labs. Also, the higher the career 
level (apprentice, junior, senior, and supervisor) in each group, the greater 
the autonomy reported. 
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Thus the answers corresponded closely to what we would expect from 
people in these situations. On the average, the measures were realistic. 

(The ways we measured performance, and the factors whose effects 
were removed from the performance measures, were described in Chapter 
1 and will not be repeated here.) 

Preliminary Results 
As happened many times throughout this study, we made several 

attempts before finding a general pattern that made sense. Some of our 
preliminary results were puzzling. We had expected that people with 
high autonomy would have higher-than-average performance. Corre­
spondingly, we had expected that a scientist who allowed his colleagues 
to have a hand in deciding his goals would perform less well than a man 
who set his goals himself. Control exerted by higher echelons over goals, 
and certainly control by nontechnical executives or clients, ought to inhibit 
performance. 

But preliminary results did not bear out these expectations. Some 
weight exerted by several other groups even appeared to help slightly. 
In a very tentative way, it seemed that scientists performed better when 
influence on their important decisions was shared with several persons 
at various levels.2 

But shared with whom? Might some combinations—self plus colleagues, 
or self plus chief, for instance—work better than others? Given the 
seven decision-making sources listed in Question 29, hundreds of different 
patterns of influence were possible. How could we abstract the basic 
kinds of patterns which made a difference for performance? 

Number of Decision-Making Sources 
One approach was to ask whether the sheer number of different sources 

affecting technical goals made a difference in performance. Since "subor­
dinates" had relatively little weight, they were combined with "col­
leagues" as a single source. Weight exerted by the last three groups— 
higher-level technical supervisors, nontechnical executives, and clients 
or sponsors—varied in different kinds of labs, so these also were com­
bined and considered as one composite source. The scientist himself, 
and his immediate chief, constituted two other sources, making four 
possibilities in all. 

For each participant, we went back to his questionnaire and recorded 

'These preliminary results are recorded in a working paper by D. C . Pelz, "Time and 
Influence Factors in Laboratory Management, as Related to Performance," Analysts Memo 
#18, September 1962, available as Publication #1993 from tbe Survey Research Center. 
University of Michigan. 
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how many of these four decision-making sources exerted at least a slight 
weight (10% or more) on his decisions about technical goals.3 Charts 
1-A through 1-E show how the number of sources related to several 
measures of performance. 

Tbe following charts (1-A and 1-B) show how scientific performance of 
scientists and engineers varied when different numbers of "decision-making 
sources" were involved in setting their technical goals. A decision-making 
source might be the man himself, his immediate chief, his colleagues plus 
subordinates taken together, or higher executive levels. Men whose goals 
were influenced by only one source having 10% weight or more—himself 
alone, for instance, or his chief alone—have been grouped under "one 
decision-making source." 

Plotted vertically is mean performance on four separate measures, 
all referring to the previous five-year period. As described in Chapter 1, 
"scientific contribution" and "over-all usefulness" were based on judg­
ments by senior scientists. The contribution and usefulness scores are 
expressed as percentiles within each laboratory; the mean is necessarily 
50. The mean output of published papers (or of patents and patent appli­
cations for "engineers," group C) and unpublished reports is based on 
logarithmic rjansformations. All scores have been adjusted so as to remove 
effects due to length of experience, and have been superimposed so that 
the 70th and 30th percentiles for all scores coincide. 

To give the reader some idea of the magnitude of these relationships, 
the "correlation ratio," or eta, has been computed. If the means were to 
lie in a straight line, eta would equal r, the ordinary coefficient of cor­
relation. 

An asterisk beside the eta indicates that it is "statistically significant"— 
a variation this large is not likely to happen by chance more than five 
times out of a hundred. (To compute means and etas, the data have been 
weighted so as to compensate for different sampling rates in different 
parts of our population. Significance tests, however, are based on un­
weighted or actual number of cases.) 

Chart 1-A shows results for Ph.D scientists in development-oriented 
laboratories (labs where scientists agree that executives valued develop­
ment of better products, rather than scientific publication; half of these 
were in industry, half in government). As more sources were involved at 
3Previous reports of these data used the term "echelons" rather than "sources." That term 
is misleading, we now feel. It suggests several hierarchical layers exerting veto power, 
whereas by "sources" we simply mean distinguishable parts of an organization (either 
individuals or groups) from which influence emanates. 
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70th 

1 1 
Ph.D's in development labs 

Average 

30th 

Scientific contribution • 
Eta 
32* 

UwtulnMS — .40* 
Papers 26 

Reports— 29* 

1 2 3 
Decision-making sources 

Number ot 
Individuals 9 15 36 
'Statistically significant probability lets than 1 In 20 

erf occurring by chance. 

37 

Chart 1-A. For these Ph.D's In labs where executives placed higher value on development 
of better products than addition to scientific knowledge, it appeared that as more decision-
making sources were involved, performance rose on all four criteria. The 30th and 70th 
percentiles for papers meant, respectively, about 4 and 12 per man, for a five-year period; 
for reports, 6 and 16. 

least slightly in deciding the scientist's assignments, colleagues ranked 
the man more highly both on scientific contribution and usefulness to 
the organization; he also wrote more papers and reports. 

Chart 1-B gives the picture for Ph.Ds in research-oriented labs (that 
is, labs where executives stressed scientific publication; two-thirds were in 
university departments, one-third in government). Here we see some 
similarity to Chart 1-A, plus a puzzling difference. In terms of producing 
papers and reports, the trend was about the same as for the development 
scientists: people whose goals were affected by four sources published 
more papers and wrote more reports than those who were influenced 
by fewer groups. But the curves for colleague evaluations of contribution 
and usefulness showed that scientists in the one-source category also 
performed well. We can only speculate on this discrepancy. Perhaps 
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the high-performance, single-source scientists talked more than they 
wrote; perhaps they described their work to colleagues rather than taking 
time to write it up. 

The next three charts concern nondoctoral personnel. Chart 1-C shows 
those in development-oriented laboratories where Ph.D's were in the mi­
nority. We have called them "engineers" since over half had been trained 
in engineering specialties. Except for one deviation, the same trend 
existed as we saw for development Ph.D's: the more sources involved 
in setting goals, the higher the performance. Whether the high patent 
output for the one-source group is meaningful or is a random departure, 
we can't be sure. Although the single source was not necessarily "self," 
we shall see in a later chart that autonomous engineers were indeed high 
on patents. 

Ph.D's in research labs 

70th 

30th 

Scientific contribution — 
Over-all usefulness — 

Published papers — 
Unpublished reports 

Average 

Eta 
.30 
.29 

.25 

.29* 

1 2 3 4 
Decision-making sources 

8 21 18 7 
13 30 23 a 

'Statistically significant 

Chart 1-B. Among these Ph.D's tn departments whose executives valued scientific publication, 
performance on all measures was maximum with involvement of four sources, but a few 
made useful contributions where there was only one source (which for this group was the 
man himself). The 30th and 70th percentiles of paper publication meant about 5 and 13 
per man over five years; for reports, 5 and 15. 
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70th 

1 

30th 

1 1 i 
Engineers in devetopment labs 

1 

/ 
/ , 

- \ - ^ ^ - . - -
sJs£Z* Average 

/ / : 

/ j 

j. 
/ Scientific contribution 

Over-all usefulness 
/ Patents 

/ Reports 

i i i 

Eta 

.21* 

.15 
- — .20 

i 
1 2 3 4 

Decis ion-making sources 

Number of 
individual! 12 42 76 82 

' Statistically significant 

Chart 1-C. These non-Ph.D's also worked in development-oriented labs, but in departments 
where few staff members were doctorals. Most were engineers. Instead of papers published, 
we plotted patents; 30th and 70th percentiles meant about 0 and 3 per man over five years; 
for reports, the values were 4 and 11. Except for patents in the one-source category, all 
measures rose as more sources were involved. 

Chart 1-D shows nondoctoral scientists who worked in Ph.D-dominated 
labs where 40% or more of the staff held the doctoral degree. (No dis­
tinction was made here between research and development orientation.) 
Among these "assistant scientists," as we have called them, the same 
trend appeared as before: with two exceptions, the more sources involved 
in setting goals, the higher was the performance. (Again exceptions arose 
for the one-source group. As we found for the engineers, we shall see later 
that autonomous "assistant scientists" were indeed productive.) 

The final chart (1-E) concerns the relatively small group of non-Ph.D's 
in research-oriented labs in government where few of the staff held 
doctorates. Only one person reported a single decision-making source, so 
comparison could not be made for this category. Among the remainder, 
an interesting contrast appeared. Performance was generally higher when 
three rather than four sources were involved (although usefulness was still 
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highest at four). Again we can only speculate. Perhaps these men occupy 
what the sociologists call "marginal" roles. Their aspirations and values 
are those of the scientist. But they lack the Ph.D required for admittance 
to the world of science. A marginal group is likely to be somewhat in­
secure. To argue their goals with three other groups may create more 
tension than stimulation. 

Some Possible Objections 
Let us pause to examine some objections to the main rinding thus 

far—the more sources involved in deciding the scientist's technical goals, 
the better his performance. One might argue that scientists whose work 
is scrutinized by several groups are likely to be senior people; they are 
more productive not because they are involved with more people, but 
because they have greater experience. 

70rh 

o 
3 

30th 

J 

- V 
1, 

1 1 1 
"Assistant scientists" 

\ \ 
\ \ 

\ \ 
\ • 

V 
i f y ' Average 

f l 
yi 

X i 
X i 

i 
/ 
/ 

» 

i i i 

I 

Eta 
Scientific contribution .19 

Over-all useful net* .18 
Published papen .17 

1 1 1 
l 2 3 4 

Decision-making sources 

Number of 
individuals 4 32 32 17 

Chart 1-D. These "assistant scientists" worked in departments dominated by Ph.D's; their 
promotional opportunities and general status were correspondingly limited. Even so, they 
tended to be more productive when more sources were involved in their decisions, with two 
exceptions in the small, single-source category. Here the 30th and 70th percentiles for papers 
published over five years were roughly 1 and 4 per man; for reports, 1 and 8. 
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Non-Ph.D's in research labs 
70th 

Average 

ta \ 
30th 

Scientific contribution ^ — ^ — .40* 

Ovw-all usefulness .26 

Published papers .36 

Unpublished reports 32 

I I I I 
1 2 3 4 

Decision-making sources 
Hum bet ot 
Individuals 1 13 19 11 

'Statistically significant 

Chart 1-E. For this small group of nondoctoral scientists in research labs not dominated by 
Ph.D's, performance tended to peak when three rather than four sources were involved. Per­
haps people in "marginal" roles like this were inhibited by too much outside scrutiny. 
The 30th and 70th percentiles for paper publication over five years were I and 4 per man; 
for reports, 3 and 8. 

We tried to eliminate this objection by adjusting the data (as we men­
tioned in Chapter 1) so as to rule out achievement due mainly to length 
of experience. 

Even so (the reader might object), it is not simply length of experience 
that counts, but ability. Better people are promoted to higher levels, and 
the higher the level, the more the individual's work becomes known 
throughout the organization. 

Again we tried to answer this one by looking separately at people 
occupying different career levels. In general, the same results appeared 
among people having the same level of responsibility, especially among 
nonsupervisors. The 'levels" factor did not explain away the trend. 

But one might still argue that regardless of level, the fruitful worker 
gets attention both from colleagues and higher-ups. Their involvement 
in his work is a result of his high performance, not a cause of it. This is 
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a simple and gratifying explanation; many scientists like it. And with 
our data we cannot disprove it. 

But let us argue the opposite case: that involvement of one's col­
leagues, research executives, or client representatives can actually stimu­
late high performance. An experience by one of the authors seems rel­
evant. For several years, Pelz has taught an introductory course in survey 
research methods. Believing in the value of autonomy for education, 
he had always asked each student to design a hypothetical survey on a 
topic of his choice. 

Recently he tried a different approach: a single project on why local 
voters first rejected, and then accepted, requests from the Board of Edu­
cation for higher taxes to support a larger school system. 

It struck him later that the class procedures involved four decision­
making sources: a citizens committee serving as an eager client; the 
individual student, with considerable autonomy to contribute his own 
ideas; his classmates, who interacted vigorously on committees and in 
the class; and the instructor, in the role of immediate supervisor. 

What was the effect? The quality of the class committees' work was 
first-rate. A colleague, who knew one of the students, reported that their 
out-of-class involvement was "fantastic." Pelz was convinced that the 
multisource approach provided far more excitement and challenge than 
had been the case with individual projects in previous years. 

Influence 
Let us come back to the original dilemma. Is the scientist's freedom 

eroded as more people influence his technical assignments and decisions 
about his goals? 

This brings up the question of influence. To what extent can a scientist 
influence key decision-makers? And can he have high influence even 
though he lacks full autonomy or freedom to go his own way? 

To the last question, the answer was "yes." High autonomy tended to 
coincide with high influence, but the two were not identical. Many sci­
entists reported that their goals were heavily affected by several other 
groups (and correspondingly had little pure autonomy), but nevertheless 
felt able to control the actions of key decision-makers. 

Question 31, used to measure influence, is shown in the box. Again 
the reader may wonder how accurate these reports were. We compared 
them with other facts. Ph.D's in research reported the most influence; 
development Ph.D's and engineers stood next; assistant scientists were 
lowest. Also, the higher the individual's career level, the more influence 
he said he had These facts all supported the view that participants, on 
the average, were answering realistically. 
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Question 31. Please write the name of the one person or group (other 
than yourself) who has the most weight in choice of your work goals, . . . 
To what extent do you feel you can influence this person or group in his rec­
ommendations or decisions concerning your technical goals? C H E C K O N E . 

I can exert almost no influence Considerable 
A little influence Great influence 
Moderate Irrelevant, since no one else 

affects my choice of goals 

To study the connection of influence with performance, we divided 
participants into two groups: those with a high feeling of influence ("con­
siderable" or more) over important decision-makers, and those who felt 
lesser influence ("moderate" to "almost no influence"). Within the "high 

Ph.D's in development labs 
70th 

Scientific contribution of 
high-influence Ph.D's 

5 

30th 

Average 

(Scientific contribution of 
low-influence Ph.D's 

Combined Eta = .38 

2 3 
Decision-making sources 

Number 
24 
10 

25 
9 

Chart 2-A. Scientists rated their influence on key decision-makers. Here we sec that maxi­
mum contribution occurred when these Ph.D's in development had both high influence and 
the involvement of several others in setting their goals. 
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70th 

30tti 

Ph.D's in research labs 

Average 

Scientific 
contribution of 
high-influence 
Ph.D's 

Scientific contribution of / 
low-influence Ph.D's " y 

/ 
/ 

/ 

Combined Eta = .41 

1 2 3 
Decision-making sources 

Number 

Chart 2-B. A few high-status Ph.D's in research, possessing high influence, were effective 
when no one else helped decide their goals, but those with lower status or influence worked 
best when several others were involved. 

influence" and "low influence" subgroups, respectively, we re-examined 
the relationship between number of decision-making sources and scientific 
contribution. Charts 2-A through 2-D show the results. 

In Chart 2-A, for example, we see scientific contribution plotted for 
those with high influence and those with less influence among Ph.D sci­
entists in development laboratories. Perhaps not surprisingly, we found 
the high-influence people rated higher on contribution. However, note 
that with both groups, the same upward slope appeared as in the earlier 
charts; the more sources involved, the better. This was particularly true 
for high-influence scientists. With a substantial voice in their goals, they 
appeared to benefit if their planning was shared with several other groups. 

Maximum performance occurred when the scientist had both high influ­
ence and the involvement of several others. On the other hand, if he 
lacked influence, multisource involvement was helpful, but less so. 

Chart 2-B gives data for Ph.D's in research laboratories. The high-
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influence scientists showed the same trend as in Chart 1-B. It may be 
that those men who command respect, that is, high influence, can work 
effectively when fully self-determining. On the other hand, it seemed 
that low-influence scientists in research should not work in isolation, but 
should be in touch with at least two other sources besides themselves. 

In Chart 2-C we see data for engineers in development laboratories. 
Again, those with high influence showed a rising trend in contribution as 
more sources were involved. For engineers with less influence, three 
sources rather than four seemed desirable. Why is this so? It may be, as 
in the case of the nondoctoral scientists (see Chart 1-E), that the low-
influence engineer is in a "marginal" or insecure position. To discuss 
his work with a wide audience may threaten as well as stimulate. Thus, 
three sources—perhaps himself, his chief, and a third party, such as a 
respected colleague—seem optimal. 

This speculation gains support from the data in Chart 2-D for "assistant 
scientists" in Ph.D-dominated laboratories. When we broke these down 
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Chart 2rC. High-influence engineers, Hire the Ph.D's. did best when four sources helped to 
shape their decisions. Those with low influence seemed to perform best with tiiree sources. 
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Chart 2-D. When "assistant tcientists" in Ph.D-dominated labs were divided into those 
with Mgfi and low influence, both groups did best when three rather than four sources shaped 
their decisions, tn such marginal roles, too much stimulation may inhibit. 

by influence level, the curvilinear pattern appeared at both levels. (It 
was obscured in the previous Chart 1-D by the distribution of cases in 
the various subgroups; see numbers at bottom of chart.) Again we gain 
the impression that for these subordinate-status scientists, discussion of 
their work with two other sources besides themselves was stimulating, 
but more than that began to inhibit. (Because of the few instances in the 
remaining group of nondoctoral scientists in research labs, we shall not 
plot the data, but can simply say that the same curvilinear pattern ap­
peared at both influence levels; highest performance was shown by those 
with high influence and three sources of involvement, not four.) 

Parallel Evidence 
Pelz noted a parallel between these findings and procedures he had 

observed in a petrochemical laboratory where he interviewed a number 
of technical men in 1955. It seemed to him that the company had been 
successful in building strong motivation. It had done this by giving a 
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large measure of individual responsibility to its technical people. One of 
them called the process "controlled freedom." A general problem area 
was sketched out for the technical man; he was shown what mountain 
to climb, and then it was up to him to get to the top. But he was not 
ignored; he met periodically with other people to whom his work was 
important, such as R & D directors, customers, or manufacturers. 

These meetings kept the research man on his toes, funneled useful 
information to him, and in particular gave his upper-level executives a 
chance to appreciate what he was doing. The feeling that others are 
interested in your work, we feel, is an excellent way of sustaining your 
own interest. 

Our rmclings are consistent also with results obtained by Gerald Gor­
don in a study of 223 projects in medical sociology.4 Reports from each 
project were evaluated by panels of leaders in medical sociology on four 
criteria, one of which was innovation—contribution of "new theory or 
findings" not explicit in previous work, or "new methods of research." 

On the basis of a questionnaire from each project director, it was 
ascertained whether or not the project director had an "administrative 
superior" who bore some responsibility for the research and, if so, the 
extent of discussion with this superior about the research, and the latter's 
influence on its funds and design. 

Twice as many projects were judged highly innovative if (a) the proj­
ect director had a superior with whom he discussed the research but 
who did not determine the procedures, compared to situations in which 
there was either (b) no administrative superior, or in which (c) a dominant 
superior substantially determined procedures. 

Gordon and an associate, Selwyn W. Becker, suggest that innovation 
is more likely where "consequences are visible" (represented in his data 
by a superior who keeps in touch), but where at the same time the re­
searcher has freedom (is not dominated by the superior). 

In our data, involvement of several decision-making sources should 
increase visibility of consequences; and the individual's influence guards 
against domination by one superior. Under this combination, we found 
performance to be highest. 

Major Sources of Weight in Decisions 
Thus far we have described results with one approach—one abstraction 

from the complex patterns obtained on Question 29. We have simply 
looked at the number of persons or collections of persons having some 
weight in determining a man's goals. We have not specified who was 

*G. Gordon and Sue Marquis, "The Effect of Differing Administrative Authority on Scien­
tific Innovation," Working Paper No. 4 from project on Organizational Setting and Scien­
tific Accomplishment, Graduate School of Business, University of Chicago, 1963, 13 pp. 
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involved. When the chart said "one decision-making source," for instance, 
did it mean the man himself? His boss? A top executive? 

To answer such questions, we used another scoring system which is 
illustrated in the following charts. Previously we asked who had at least 
"slight" weight, meaning 10% or more. Now we set a stiffer standard and 
asked who had "major" weight, meaning 30% or more. If the participant 
said that he alone was the source—had at least 30% weight in setting 
his goals, and no other source had this much—we classified him in the 
"mainly self* category in the next series of charts. If he said that he and 
his colleagues both had at least 30% weight, we classed him in the "self 
and colleagues" category, and so on. 

The "mainly self" category was essentially a condition of autonomy. 
How did scientists perform under autonomy, compared with other pat­
terns of weight in deciding assignments? 

For Ph.D's in development labs (Chart 3-A), we see that "mainly 
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Chart 3-A. This chart shows what happens to performance when specific individuals or 
groups exert major weight on decisions. Among Ph.D's in development labs, performance was 
best when the scientist's technical goals were decided jointly by himself and his chief; per­
formance ivas lowest when the chief atone decided. 
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self' was not in fact very fruitful by any of the four performance meas­
ures. The most favorable condition was the combination of "self and 
chief," where the scientist and his immediate supervisor had a large 
mutual voice in setting his goals. Just as clearly, the condition of "mainly 
chief was unfavorable by all four criteria. 

For the other combinations, the picture was mixed. When "self and 
colleagues" set the goals, many papers and reports were written, but 
these were of mediocre scientific value or usefulness. A similar pattern 
appeared when "chief and executives" set the goals without the scientist's 
participation. But let us beware of reading too much meaning here, for 
the discrepancies may result from a variety of extraneous factors. 

Corresponding data for Ph.D's in research laboratories are shown in 
Chart 3-B. Only three of the ten possible combinations of "major weight" 
occurred here with any frequency, and therefore this chart has fewer 

Ph. D's in research labs 
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Chart 3-B. Typical decision-making patterns for Ph.D researchers include the scientists 
themselves in some way. hence the brevity of the chart. Unlike the development scientists, 
these men performed best when both "self and colleagues" established technical goals. 
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Chart 3-C Like the development Ph.D's, engineers performed well when both chief and self 
set goals; did poorly when mainly the chief decided what the goals were to be. But unlike 
PhD's. autonomous engineers (those who set goals themselves) did even better. 

categories. (This is what one might expect in research labs, where tech­
nical decisions typically are made by the scientist himself, or jointly with 
his colleagues or immediate chief.) The most fruitful pattern was that in 
which "self and colleagues" set the goals. In contrast with the previous 
chart, goal-setting by both "self and chief was unproductive by any 
criterion. 

What puzzled us in this chart was the fact that autonomy, enjoyed by 
half the sample, yielded only average output. How do we reconcile this 
with data shown in Chart 1-B where scientists with one decision-making 
source performed well? (We checked to make sure that the single source 
was indeed the man himself.) Note that the latter scientists were only a 
dozen out of the 40 in the "mainly self category. Our conclusion: some 
research scientists can be creative when completely seU-determining; but 
in our sample they formed a small minority. 

Chart 3-C shows the data for engineers in development laboratories. 
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There were some similarities with the Ph.D scientists, along with some 
differences. Like the Ph.D's, the engineers' contribution and report-writing 
were high when "self and chief" set goals; performance was low by all 
standards when the goals were set by "mainly chief." But note a major 
difference from the Ph.D's: autonomous engineers ("mainly self) made 
highly significant contributions. 

Among "assistant scientists" in Ph.D-dominated departments {Chart 
3-D), we found the same trend as for engineers: autonomous men con­
tributed highly and wrote numerous reports. But when their decisions 
were made by the chief alone, their contribution dropped. Performance 
was worst of all when the goal-setting was done by executives. (For 
the few nondoctoral scientists in research labs—data not shown—the 
trends for contribution and usefulness were similar: high when auton­
omous, dropping when chief alone or higher executives decided.) 
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Chart 3-D. "Assistant scientists" (in PhD-dominated labs) did well both in quantity and 
quality when colleagues determined their goals, and contributed best when autonomous 
(like ihe engineers). Coal-setting by the chief alone, and especially executives alone, were 
unfavorable conditions. 
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The reader could well argue that low performance is not an effect of 
goal-setting by the chief, but rather its cause. If the chief has a mediocre 
subordinate, what else can he do but assign his tasks? 

Possibly so. But by this same behavior, the chief may be stifling the 
chance of future growth. We have found that inner motivation is essential 
for achievement—a desire for self-direction, for thinking independently. 
(For more evidence on this point, see Chapters 6 and 10.) Goal-setting 
by the chief alone, or higher echelons alone, is likely to weaken this 
essential ingredient. 

Now here is a real puzzler: Why did autonomy work for nondoctorals 
but not for doctorals? One speculation is that the autonomy of a nondoc­
toral is likely to be "controlled freedom," in the sense discussed earlier. 
There are visible mountains in the areas in which he is assigned. Auton­
omy releases his energy to climb them. On the other hand, except for a 
gifted but rare minority, the typical Ph.D who is isolated from colleagues 
and chief may spend his autonomy looking for the mountains, or climbing 
irrelevant ones. 

Autonomy 
In the previous charts, an individual was considered "autonomous" if 

he himself had at least 30% of the weight in setting his own technical 
goals, and no other person or group had this much. What would appear, 
we wondered, if we examined the full range of the autonomy scale? The 
result is given in Chart 4 which plots the mean scientific contribution 
of scientists exerting various degrees of weight in setting their goals 
within each of the five primary analysis groups. 

Over the first half of the autonomy scale, with own weight ranging 
from 0 to 49%, contribution rose with increasing autonomy in a similar 
way within every group. But above the 50% point on autonomy, the 
scores for Ph.D's slanted downward, whereas those for non-Ph.D's con­
tinued to rise, at least up to 80% autonomy. (Few Ph.D's had more than 
this; a small group of completely autonomous engineers also dropped 
in contribution.) The curves for other performance measures (not shown) 
presented a similar shape. 

These curves were reassuring. At least the groups resembled each 
other at lower autonomy levels. But why did the Ph.D curves drop with 
higher autonomy? Chapter 12 will explore a number of leads. Here we 
shall raise a related question. Were there some conditions under which 
the performance of autonomous Ph.D's would not drop? We examined 
several measures which later chapters found related to performance. 

One promising result appeared with an item on interest in breadth. 
The questionnaire presented 19 statements and asked the respondent to 
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B. Ph.D's in research labs — — 
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Chart 4. Autonomy by individuals in setting their goals is plotted against their scientific 
contribution, in, tbe five primary groups. Performance of most groups improved in parallel 
fashion as autonomy increased from low to moderate; but above 50% autonomy, performance 
of non-doctorals continued to improve while that of Pli.D's dropped. 

rate how closely each statement described the approach he preferred to 
use in his work. Item 19E was: " I prefer to map out broad features of 
important new areas, leaving detailed study to others." This item will 
play an important part in Chapter 13, and its over-all relationship to 
performance will be reported in Chapter 6 on motivations. (Question 19 
is given in a box in Chapter 6, page 92.) 

Would scientists who maintained a broad interest in new areas be able 
to utilize autonomy to better purpose than scientists who specialized in 
narrow areas? We subdivided each analysis group into those with rel­
atively strong or weak interest in breadth, and again examined autonomy 
in relation to scientific contribution. Results for the two groups of Ph.D's 
are shown in Charts 5-A and 5-B. 
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Among Ph.D's in development labs (Chart 5-A), scientists with a rela­
tively weak interest in breadth (but instead an interest in depth or detail) 
perfoimed better with only moderate autonomy in setting their goals. 
If these individuals had considerable leeway, their performance suffered. 
In contrast, scientists with a strong interest in mapping broad new areas 
did best when they had rather high autonomy. 

A similar pattern appeared for Ph.D's in research labs (Chart 5-B— 
because of the few cases, those with less than 50% of own weight have 
been combined into a single category). Scientists with moderate autonomy 
performed somewhat better if their interest in breadth was weak (or, con­
versely, they were interested in detail), but at high levels of autonomy 
the reverse occurred: the "broad" individuals performed quite well in­
deed, and the "detailed" ones poorly. 

Autonomous engineers (data not shown) also performed better if they 
had a strong interest in broad exploration. But a sharper pattern, shown 
in Chart 6, appeared with another measure based on the number of 
different kinds of R & D functions on which the individual spent at least 
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Chart 5-A. Scientists were subdivided according to strong or weak interest in exploring 
broad new areas. In development labs, autonomous Ph.D's performed well if they retained an 
interest in breadth. 
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Chart 5-B. In research laboratories, similarly, autonomous Ph.D's contributed highly if they 
kept a strong interest in broad exploration, but contribution dropped if their interest was in 
depth rather than breadth. 

some time. {This measure is discussed in detail in Chapter 4.) R & D 
functions include basic research, applied research, invention of new prod­
ucts or processes, improvement of existing ones, and technical services. 
The more different activities of this kind performed by the individual, 
the more diversity may be said to exist in his work. 

If the engineer maintained high diversity (five R & D functions), the 
more autonomy he had, the better his contribution. With moderate diver­
sity (three or four functions), increasing autonomy brought some im­
provement in performance, but not so much. With limited diversity 
(concentration on one or two R & D functions), high autonomy did not 
help. Thus engineers showed much the same pattern as did Ph.D's: with 
breadth of interests, autonomy was put to good use; with narrow or 
specialized interests, considerable autonomy did not help (although it 
did not hinder the specialized engineer as much as it did the specialized 
Ph.D). 

Charts 5-A and 5-B do not say that autonomy necessarily brings with 
it a loss in breadth. (By examining the number of cases, the reader can 
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Chart 6. Engineer* in development labt who carried on a variety of R ir D functions con­
tributed more and more as their autonomy increased. The fewer their functions, however 
(the narrower their scope), the less they benefited from high autonomy; 

see that there was slight if any connection between the two variables for 
Ph.D's. For engineers, on the other hand, increasing autonomy was ac­
companied by some increase in diversity; or, conversely, those with low 
autonomy had less diversity.) But regardless of the connection between 
autonomy and breadth, this much can be said: Freedom helped those 
who did not withdraw into a narrow specialization, but kept open a 
lively interest in a variety of research problems. 

SUMMARY AND IMPLICATIONS 

In order to tie together the main threads of analysis and to speculate 
on practical unplications, we shall use throughout the book the format 
of a dialogue with the reader. The questions put in his mouth are some­
times contrived in order to help the explication, but often they stem 
from actual questions raised by technical men and research supervisors 
in audiences to whom we have presented the results. 

Would you summarize your results in a nutshell? 
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Much of the writing about research organizations assumes that freedom 
and coordination are incompatible. Our data suggest that some com­
bination of both is not only feasible, but helpful for the scientist himself, 
that is, when he involves several other people in shaping his assignments, 
but keeps substantial influence over the decision process. 

I'm groping for a general framework on which to hang these points. 
Do they fit in with, or do they contradict, existing theories of managing 
organizations? 

We did not design the research to test a systematic organizational 
theory. As it turned out, though, the foregoing results tied in well with 
some of Rensis Likert's ideas, formulated mainly from data on nonscien-
tific organizations.5 In a national service organization, for example, Likert 
found that employees in high-producing departments felt they exerted 
more influence on decisions affecting them, but also that other echelons 
exerted influence too. In short there was more total influence than was 
the case with low-producing employees.5 An older view of organizations 
implied a fixed quantity of influence on decisions; if subordinates had 
more, superiors would have less. Likert's concept of management by 
overlapping groups is consistent with our results. 

I'm still skeptical as to whether involvement of several other sources 
in your data isn't the result of high performance rather than a cause. 
Why should it stimulate a person to have others telling him what to do? 

Perhaps the idea of a man "interacting" with others is more appro­
priate than having others "tell him what to do." The man who was "told" 
by his chief alone, with little voice himself, was not effective. 

As to reasons, we can offer several speculations. Through these con­
tacts the man can learn the major goals that are important to the organi­
zation—what mountains need to be climbed. "Everybody must know 
what the over-all goal is," points out an executive in the Bell Labs, "so 
that within each man's area he can look for those solutions which are most 
relevant to the goal:" 7 These contacts also provide what Gordon calls 
"visibility of consequences"; the relevance of the scientist's efforts to 
the solution of important problems is directly apparent. 

Then there is the stimulation of having other people interested in 
what the scientist is doing. They can provide a testing ground, a chal-

°See New Patterns of Management, McGraw-Hill, New York, 1961, especially Chapter 4. 
aArnold S. Tannenbaum has found similar results in labor unions, Leagues of Women 
Voters, and business firms. See his "Control tn Organizations: Individual Adjustment and 
Organizational Performance," Administrative Science Quarterly, 1962, vol. 7, pp. 236-257. 
'J. A. Morion, "From Research to Technology," International Science and Technology, 
May 1964, pp. 82-92. 
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lenge to sharpen his ideas, providing they do not hold a veto power. And 
when he has done a good job, other people will know about it and give 
recognition and appreciation. (In Chapter 7 we'll talk more about the 
connection between recognition and performance.) 

Finally, contact with a number of people in different roles will expose 
him to a diversity of viewpoints, and we shall see in Chapter 4 that 
diversity can be a stimulus to achievement. 

Say that I'm a research manager. How do I put these ideas into prac­
tice? Take the matter of multiple involvement in deciding assignments. 
Does this imply a lot of meetings? 

Not a lot of them, but certainly periodic meetings with critical people 
at critical points. The procedures of "controlled freedom" that were 
used by the petrochemical laboratory provide an illustration. The article 
just cited by Morton provides good illustrations on procedures used in 
the Bell Telephone Labs. 

What about influence? How can you give individuals more influence 
and still preserve coordination? 

Organizational structure plays some part here. One way to reduce 
influence is to establish a tall organization with several levels of review, 
each with a veto. The individual can exert more influence in a flat struc­
ture with fewer levels. There has to be a chance for face-to-face interac­
tion between the scientist and other significant people in his R & D 
system. There needn't be frequent meetings, but see to it that two or 
three times a year, the scientist participates in small conferences in which 
he and key decision-makers have a chance to review his work and his 
future directions. Colleagues should be represented in these sessions as 
well as supervisors. 

One point in your data still bothers me. You show that performance 
is low where the chief alone sets the scientist's assignments. What is 
cause here and what is effect? Doesn't this situation simply mean that 
the chief has a subordinate who isn't very good, and has to make most 
of the decisions himself? 

Possibly. But some chiefs may overdo it. If you expect the subordinate 
to grow, watch out. Continued direction by the chief will stunt initiative 
and independence, and these are qualities basic to scientific achievement. 
If direction comes from one man only, the supervisor, who also evaluates 
the subordinate's performance and determines his pay, this can be deadly. 

Suppose some of my section chiefs are like that—able men who allow 
little leeway to their subordinates? What can I, as a research director, 
do? 



34 SCIENTISTS IN ORGANIZATIONS 

That really calls for administrative creativity! If possible, see that the 
section members are given a chance to serve on panels outside their im­
mediate group. Let them attend discussions involving outside colleagues, 
executives, or sponsors. After a few years of service, see that section 
members are rotated to other locations. By broadening the channels of 
communication, you can help to keep open the potential for growth. 
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COMMUNICATION 1 

Effective Scientists Both Sought and Received More 
Contact with Colleagues 

One view of a laboratory is that it is a facility which provides 
services and equipment so that its scientists can conduct R ir D 
activities. A somewhat different view is that it is a system of 
interacting scientists (and other components) in which the inhab­
itants stimulate each other to produce high-quality R&D. 

Under the assumption that a laboratory could be such a stimu­
lating environment, we set out to answer some basic questions 
about contacts between people. Did it matter how often a scientist 
contacted his colleagues? If so, what was the optimum amount of 
contact? Did it matter how the contacts originated? For whom 
were contacts most useful? Answers to these questions have impor­
tant implications for the organization of existing laboratories and 
for the establishment of new labs or research teams. 

In this chapter we report an examination of the interaction among 
members of a laboratory. The hypothesis was that by interacting with 
one another, scientists can contribute to each other's effectiveness. The 
first part of the chapter describes findings which suggested that contacts 
with colleagues contributed to a man's performance. Later some explo­
rations about optimum forms of colleague contact and groups for whom 
contacts were most relevant are described. 

One problem in answering questions about the amount of a man's 
communication with his colleagues was determining how to measure 
"communication." Which co-workers should be considered colleagues? 
Should communication be restricted to face-to-face conversations? Does 
attendance at a meeting constitute communication? 

Since there was no obvious best way to measure communication, we 
made some arbitrary decisions and asked scientists to respond to a variety 
of questionnaire items. "Communication," we decided, would be defined 

'This analysis was mainly supported by a grant from the National Aeronautics and Space 
Administration. 
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as broadly as possible and therefore included contacts which occurred 
via memos and meetings, as well as direct conversations. 

"Colleagues" were defined as other professionals with whom a man 
worked within the lab. His supervisors were specifically excluded (sep­
arate questions were asked about them), as were subprofessional assist­
ants. Subordinates who were themselves professionals, however, could 
be claimed as colleagues. Some questions were restricted to a man's 
most important colleagues—he could name up to five. Other questions 
asked about the entire set of people with whom he exchanged useful 
information. Still other questions probed his general preferences for work­
ing alone or with others and the over-all level of coordination in his lab. 

In all, eight possible measures of communication with colleagues were 
examined. Reasonably consistent relationships with performance appeared 
for four of them. 

Frequency of Contact with Colleagues 
The average frequency with which a man claimed to contact his most 

important colleagues was related to his performance. The source of the 
data is shown in the box below; the results appear in Charts 1-A to 1-C. 

Question 41. As a general rule, how frequently do you communicate 
with each of your . . . colleagues on work-related matters? (Whether by 
conversation, memos, seminars, etc.) 

[Having named his five most significant colleagues, the respondent 
rated the frequency of communication with each using a four-point 
scale ranging from "few times a year or less" to "daily." From these 
data, an average frequency of communication with colleagues was 
computed for each respondent.] 

Results were clear for three of the five major groups of scientists de­
scribed in Chapter 1. Among Ph.D's in development labs, Ph.D's in re­
search labs, and engineers, those who had relatively frequent contact 
with colleagues tended to perform at higher levels than those with less 
frequent contact. (All performance measures used in this chapter were 
adjusted to remove effects related to differences in length of experience— 
see Chapter 1 for explanation.) 

Among Ph.D's in development labs, the average frequency of contact 
was quite high; over half the respondents contacted colleagues several 
times a week or more. Chart 1-A shows that judgments of technical 
contribution, judgments of usefulness, and output of reports all were 
highest for development Ph.D's who had daily contact with colleagues. 
Output of papers, however, was highest when the scientist contacted his 
colleagues about weekly. 
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Charts 1-A, 1-B, and 1-C. Among Ph.D's in development or research labs and engineers, those who contacted their colleagues with above-average 
frequency tended to show high scientific performance. For Ph.D's in development labs, the optimum frequency was daily for three of the four 
performance measures. For Ph.D's in research, performance was better with semiweekhj or daily contact than with lower frequencies. For engi­
neers, the optimum frequency was semiweekhj for most measures of performance. 
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Among Ph.D's in research labs, the average frequency of contact 
was lower; the median frequency was about weekly. The best perform­
ance, however, was shown by those who contacted colleagues semiweekly 
or daily (see Chart 1-B). 

Engineers were like Ph.D's in development in that the average fre­
quency of contact was fairly high; several times a week was typical. 
Although many engineers claimed average frequencies as high as daily, 
Chart 1-C shows that this may have been too frequent for this group. 
Semiweekly contact seemed the optimum amount. 

Results for the other two major groups, non-Ph.D scientists and as­
sistant scientists, were also examined. The relationships, however, proved 
to be much less consistent. Some of the curves rose as frequency of con­
tact increased, but about an equal number jumped around in a jagged 
fashion or declined. Since this was also the case when the performance 
of these groups was related to other measures of contact (described later), 
it was difficult to interpret the results. It may simply have been that 
contacts with colleagues were less important for these groups. Whatever 
the cause, the lack of clear relationships suggested that these groups be 
omitted from this first (and also subsequent) series of charts. 

The general finding for Ph.D's and engineers, however, seemed clear: 
scientists who saw their most important colleagues rather frequently 
(several times a week or daily) tended to perform at higher levels than 
those who had less contact with their colleagues. 

This finding suggested a variety of interesting questions and possible 
explanations. Before examining them, however, the comparable relation­
ships for other measures of contact will be described. 

Time Spent Contacting Colleagues 
The second way we attempted to measure the amount of contact with 

colleagues was to ask how much time was spent on this activity. The 
questionnaire item appears in the following box. This measure proved 

Question 42. In the course of a normal week, about how much time 
all together do you spend talking or communicating with each of these 
persons on work-related matters? (Whether on or off the job.) 

[The respondent rated the hours per week spent contacting each impor­
tant colleague on a six-point scale ranging from "less than one hour 
per week" to "more than 20 hours."] 

to be highly related to the first one on frequency of contact.2 On the 
whole, scientists who spent a great deal of time seeing colleagues tended 
Correlations between the two measures ranged from .4 to .7 across the three groups of 
scientists. 
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to see them frequently (that is, long, infrequent meetings were unusual), 
and those who spent little time tended to see their colleagues only rarely. 
Since the measures were highly related, it was not surprising to find that 
the relationships with performance were also similar. Charts are not 
shown, but the findings can be quickly summarized: For both Ph.D groups 
and the engineers, the more time a man spent contacting his colleagues 
(up to a point), the higher his performance. The optimum time for Ph.D's 
seemed to be somewhere between six and ten hours a week per colleague 
(very few indicated amounts greater than these); the optimum for engi­
neers was slightly higher, somewhere between eight and fifteen hours a 
week per colleague. In all three groups, the scientists who performed at 
the highest levels spent considerably more time communicating with 
their colleagues than was typical for their group.3 

Number of Colleagues 
Another indication of the amount of colleague contact was the number 

of people with whom the scientist exchanged information. Data from 
two questionnaire items were examined. One asked about people in the 
scientist's own group; the other asked about those he contacted else­
where in the organization. The wording is shown in the following box. 

Qtiestion 28. About how many people in the following situations do 
you work with closely—in the sense of exchanging detailed information 
from time to time that is of benefit to you or to them? (Exclude subprofes-
sional assistants or clerical personnel.) 

[The respondent checked seven-point scales ranging from "None" to 
"20 or more" to indicate the number of people "In my immediate 
groups (sections, projects, teams, etc.)" and "In other technical groups 
within this organization."] 

How did these measures of colleague contact relate to each other and 
to those described previously {frequency and time)? There was a moderate 
tendency for scientists to see many colleagues outside their own group 
(but within their organization) if they also worked closely with many 
colleagues within their own group.4 Whether this reflected consistency 
in their behavior (perhaps a professional "sociableness") or exigencies of 
their work was not clear. Whatever the cause, the positive relationship 
3The median number of hours spent contacting each important colleague per week was 
about two for Ph.D's and three for engineers. Of course, some contacts may have involved 
several colleagues simultaneously. 
4Correlations between these two items ranged from .3 to .5 across the three groups of 
scientists. 
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Charts 2-A, 2-B, and 2-C show thai among three groups of scientists, high performance tended to be associated with hatting many colleagues in 
one's own group. Croups as large as 20 or more provided effective environments for Ph.D's in development labs. Although groups this large could 
not be separately examined for Ph.D's in research labs and engineers, those scientists claiming the largest number of close colleagues tended to 
sltOfO the highest performance. 
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between the two items was only moderate, and results will be shown for 
each separately. 

It was interesting to discover that the total number of colleagues a 
man worked with was only mildly related to the time he spent contacting 
his most important colleagues and the frequency with which he contacted 
them.5 Thus it appeared that data about the number of colleagues pro­
vided a rather different approach to measuring the amount of contact a 
man had with colleagues. In spite of this different way of measuring 
amount of colleague contact, however, the previous findings again ap­
peared and are now described. 

Number of Colleagues in Own Group. The results of relating this item 
to performance are shown in Charts 2-A to 2-C. With but two exceptions 
in the 12 curves, the larger a person's immediate group of co-workers, 
the higher his performance. For Ph.D's in development labs, groups as 
large as 20 or more people seemed to provide the most effective environ­
ments. Although there were insufficient instances to examine groups this 
large for Ph.D's in research labs and engineers, the largest groups we 
could examine (ten or more, and 15 or more, respectively) again tended 
to be the most effective ones. Thus for three rather different types of sci­
entists, there seemed to be a consistent trend for those who exchanged 
information with many people to perform at higher levels. (Although data 
from assistant scientists and non-Ph.D scientists did not generally contra­
dict these findings, the data did not consistently support them either.) 

Number of Colleagues outside Own Group but within Organization. In 
Charts 3-A to 3-C, relationships are shown between scientists' perform­
ance and the number of people they exchanged information with out­
side their own group (but within their organization). As in the previous 
series of charts, the general finding was that high performance was shown 
by the scientists who had high amounts of colleague contact. Conversely, 
scientists who exchanged information with very few people outside their 
own groups tended to have low performance. 

Other Measures of Colleague Contact 
In addition to the four measures of colleague contact just described, 

the relationships between performance and four others were also exam­
ined. These included two indications of the scientist's preference for work­
ing alone or with others, an indication of whether the work in his lab was 

s Correlations between the two items inquiring about number of colleagues and the item 
concerning time spent contacting important colleagues ranged from .3 to —.1 across the 
three groups {median r = .]). Correlations between the two items inquiring about number 
of colleagues and the item concerning frequency of contacting important colleagues ranged 
from .3 to .0 across the three groups (median r = .2). 
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Charts 3-A, 3-B, and 3-C show ihe relationship between several measures of performance and the number of colleagues a man exchanged infor­
mation with who were located outside his own group but within his organization. Among three groups of scientists, the highest performance was 
shown by those having contacts with many colleagues. 
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organized on an autonomous or coordinated basis, and information about 
who originated colleague contacts. None of these, considered alone, 
showed consistent relationships with performance. This was not surprising; 
at best, these could have been only indirect measures of colleague con­
tact. Apparently, scientists could perform at high (or low) levels regardless 
of their general preferences for working with others or the degree of team 
orientation within their labs. 

Was the Contact-Performance Relationship an Artifact? 
Up to this point, it has been shown that four indications of a man's 

contact with his colleagues were all positively related to a variety of 
different measures of scientific performance. But perhaps these relation­
ships were in some way artifactual. Could they be explained by some 
third factor which was related to both performance and contact? 

Effect of Experience. It was conceivable, for example, that high per­
formance appeared to go with large amounts of colleague contact simply 
because the people who had been in the lab longer had had more time 
to build up both their range of acquaintances and their performance. 
Although this undoubtedly occurred, it did not wholly account for the 
relationships we found. 

The reason the performance scores were adjusted to remove effects 
associated with length of experience was precisely so that this kind of pos­
sibility could be rejected. The fact that the relationships emerged even 
after the performance scores had been adjusted indicated that it must 
have been something more than just differences in experience which 
accounted for them. 

Effect of Supervisory Status. Even if relationships were not due simply 
to differences in experience, they might, perhaps, have been caused by 
differences between supervisors and nonsupervisors. Not surprisingly, 
supervisors tended to have higher performance than nonsupervisors (most 
organizations selected their research supervisors partly on the basis of 
past performance). It was also true that supervisors tended to have mark­
edly more contacts with colleagues than nonsupervisors. (Note that col­
leagues had been defined to include professional-level sulMrdinates.) Had 
these differences accounted for the appearance of the relationships? 

To check this, the relationships among the various measures of col­
league contact and the various measures of performance were examined 
for the nonsupervisors and supervisors separately. As shown in Table 1, 
the positive relationships between contact with colleagues and perform­
ance again appeared when the nonsupervisors were examined alone 
(see Part a). This relationship also appeared for the Ph.D supervisors 
when they were examined alone, but did not appear for the supervisors 
who were engineers (Part b). 



T A B L E 1 Shown below are correlations among four measures of contact with colleagues and four measures of scientific per­
formance {adjusted for length of experience). Data are shown separately for nonsupervisors and supervisors (Parts a and b). The 
predominance of + 's in Parts a and b indicates that performance was positively associated with contact for both groups. 

(A 4- or — sign appears when the correlation was at least ±.15; double signs appear when the correlation was statistically 
significant at the .05 level. P = papers for Ph.D's and patents for engineers; R = unpublished reports; C — scientific contribution; 
V = usefulness. N's vary somewhat owing to missing data.) 

a. Relationships for 
nonsupervisors 

Ph.D's in dev. labs [N = 34) 
Ph.D's in res. labs (N = 30) 
Engineers (N = 110) 

b. Relationships for 
supervisors 

Ph.D's in dev. labs (N = 35) 
Ph.D's in res. labs [N = 14) 
Engineers (N = 82) 

Frequency of 
contacting 
colleagues 

Time spent 
contacting 
colleagues 

Number of close 
colleagues in 
own group 

Number of col­
leagues in other 
groups in org'n. Scorecard 

P fl c u p fl c u p fl c u p R c V + 's —'s 

0 0 0 0 + + + 0 0 0 0 0 + 0 + + 0 + 7 0 
0 + + + + + + + + + + + + 0 + + 14 0 
0 0 0 + 0 + 0 0 + 0 0 0 0 + + + 6 0 

Totals 27 0 

0 0 0 + 0 + •+ + + 0 0 0 + 0 + 0 0 7 0 
+ + + + + + + 0 + + + + 0 + 0 0 0 + + + + + 17 0 
0 0 0 0 + 0 - — + 0 — 0 0 0 0 0 2 4 

Totals 26 4 
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Thus Table 1 provided increased assurance that the positive relation­
ships between contacts with colleagues and performance were more than 
just an artifact. 

Were Colleague Contacts a Result of High Performance? 
We were exploring to determine whether contacts with colleagues 

might have stimulated scientific performance. But it was possible that 
the relationship worked the other way: perhaps men who performed 
at high levels were then sought out by others and thus achieved their 
high interaction as a result of their high performance. Unfortunately, 
there was no way to test the time order of the events in these data. Infor­
mation was available, however, about the chief origin of the contacts 
which occurred. 

If one looked only at scientists who themselves initiated the contacts 
(thus omitting those people who were primarily being sought out by 
others) would the relationship hold up? Briefly, the answer was "yes." 
The data are shown in Part a of Table 2. 

The table is based on an item in the questionnaire (reproduced in 
the following box) which suggested different ways in which contacts 
could originate: the man himself might originate them, the man's col­
leagues might originate them, or the laboratory might originate them 
(by scheduling meetings, seminars, or other gatherings). A final category 
permitted scientists to indicate an unplanned contact—one that arose 
spontaneously when the man and his colleague chanced to come together. 
As the question was asked, respondents could indicate the proportion 
of their contacts with each colleague which originated in each way. 

Question 43. How does the communication with each person usually 
originate? Estimate the percent occurring in the following ways, to near­
est 5-10%. 

[For each of five most important colleagues, the respondent entered 
percents for the categories that follow.] 

I visit or contact him. 
He visits or contacts me. 
We both attend a meeting or seminar. 
Conversation arises spontaneously when we see each other. 
Other ways: 

Of course, some scientists indicated mixtures. For example, about a 
third of the contacts might have been originated by the scientist, about a 
third by his colleagues, and the other third split between spontaneous 
conversations and formal meetings. Since it was hard to handle the data 
from such scientists, they were omitted from the analysis. Table 2 in-



TABLE 2 These data show that contacts with colleagues related to scientific performance regardless of how the contacts origi­
nated (note predominance of + 's in Parts a to d). Contacts were more related to performance, however, when they were initiated 
by the respondent or his colleagues (Parts a and b) than when initiated by the organization or unplanned (Parts c and d). 

(A + or — sign appears when the correlation was at least ±.25; double signs appear when the correlation was statistically 
significant at the .05 level P = papers for Ph.D's and patents for engineers; fl = unpublished reports; C — scientific contribution; 
U — usefulness. All performance measures have been adjusted for length of experience. N's vary somewhat owing to missing data.) 

Frequency of Time spent Numbei • of close Number of col­
Principal origin of contacting contacting colleagues in leagues In other 
communication colleagues colleagues own group groups in org'n. Scorecard 

a. Respondent contacts colleagues P fl c V p fl c u P R C u p fl c u 4'* —'s Net 

Ph.D's in dev. labs (N = 32) 0 0 + + + 4 0 0 0 + + - + 0 + + 0 + + 0 4 12 1 
Ph.D's in res, labs (N = 6) + + - 0 + + - - 0 + 0 + + 0 4 4 9 3 
Engineers (N = 74) 0 0 0 4 4 0 4 4 0 0 + + + + 0 + + + + + + 4 4 4 + 18 0 

Totals 39 4 435 
b. Colleagues contact respondent 

435 

Ph.D's in dev. labs (N = 8) + + 4 + + 4 4 4 + + — 0 0 0 0 + 4 4 13 1 
Ph.D's in res. labs (N = 7) 0 4 + + 4 0 + + + — + + + + 0 + 4 4 14 1 
Engineers (N = 32) 0 0 0 0 0 0 0 + 0 0 0 0 0 - 0 1 2 

c. Both attend seminar, etc. Totals 28 4 424 

Ph.D's in dev. labs (N = 7) 0 + — 0 + + + + - 0 0 0 0 0 + - - 6 4 
Ph.D's in res. labs (N = 4) 0 4 4 + 0 0 0 0 0 0 + - 0 0 4 4 0 6 I 
Engineers (iV = 13) — 0 0 0 — 0 0 0 + 0 0 0 + 4 4- 4 4 4 7 2 

d. Unplanned conversations Totals 19 7 412 

Ph.D's in dev. labs (W = 10) - 0 — - 0 4 - — 0 0 0 0 0 + 0 0 2 5 
Ph.D's in res. labs (N = 14) 0 + + 4 + 0 + + + + 0 + + + + - 4 0 13 1 
Engineers (N = 40) 0 0 + + 4 0 0 0 0 0 0 0 0 0 0 0 

Totals 
3 

18 
2 
8 410 
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eludes only those scientists for whom one type of origin clearly stood 
out above the others. 

In Table 2, Part a, one may note the strong predominance of positive 
relationships among all three major groups of scientists. This indicated 
that large amounts of colleague contact tended to go with high perform­
ance even when one looked only at scientists who themselves were the 
primary initiators of the contacts. Under these conditions it was difficult 
to believe that the contacts were primarily the result of previous high 
performance. Thus the hypothesis that contacts with colleagues stimulated 
performance seemed to be supported. 

Optimum Forms of Contact 
In addition to increasing confidence in the hypothesis that colleague 

contacts enhanced performance, Table 2 is of interest for another reason. 
It provides some clues as to the kinds of contacts that were most helpful 
to scientists. 

One of the striking findings contained in the table is that colleague 
contacts were positively related to performance regardless of how the 
contacts originated. From the laboratory's point of view, this was a hope­
ful finding; even organization-initiated contacts seemed to enhance per­
formance. 

Note, however, that the net number of scorecard pluses (which, in 
this instance, provided a rough indication of the strength of the under­
lying relationships) differed according to the primary origin of contact. 
They were highest when the respondent contacted his colleagues (Part a); 
next highest when colleagues contacted the respondent (Part b). Although 
the trend was still positive, i t was weaker when contacts were originated 
by the laboratory, or unplanned. This seemed to make good sense; if the 
contacts were purposefully originated by the people directly concerned— 
the man himself or his colleagues—they tended to have higher payoff 
than if they were unplanned or originated by some third party. 

Numerous other questions concerning the optimum forms of colleague 
contact came to mind. If a man saw many colleagues within his own 
group, did it matter how many he saw outside? If he saw his most impor­
tant colleagues frequently, did it matter how long he spent communi­
cating with them? By taking the various measures of colleague contact in 
pairs and examining their combined effects, these questions could be 
answered. 

It was discovered that three of the four contact measures seemed to 
have stimulating properties which could "accumulate." These three were: 
frequency of contact with important colleagues, number of colleagues in 
own group, and number of colleagues in other local groups. Charts 1-A 
through 3-C showed that performance was positively associated with each 
of these three. In addition, we now discovered that performance tended 



TABLE 3 This is based on correlations among three measures of contact with colleagues and four measures of scientific performance 
(adjusted for length of experience). Part a shows that among scientists who spent little time contacting colleagues, those who had many 
colleagues and/or contacted them frequently tended to have higher performance. Among scientists who spent much time on com­
munication (Part h), however, number of colleagues of frequency of contacting them was not consistently related to performance. 
Part c shows that colleague contacts were especially important to those who spent little time on such contacts. 

(A + or — sign appears when the correlation or difference was at least ±.15; double signs appear when the correlation or 
difference was statistically significant at the .05 level. P = papers for Ph.D's and patents for engineers; R = unpublished reports; 
C = scientific contributions; U = usefulness. N's vary somewhat owing to missing data.) 

Frequency of Numbei • of close Number of col­
Relationships for those averaging 
0-2 hours per week contact­

contacting 
colleagues 

colleagues in 
own group 

leagues 
groups 

in other 
in org'n. Scorecard 

ing each colleague P R c u P R C V P R C u + 's - s 

Ph.D's in dev. labs (AT = 38) 0 0 0 + 0 0 + 0 + + + 7 2 
Ph.D's in res. labs (N = 29) 0 0 + + + + + + + + + + + + + + + + 16 0 
Engineers (N = 97) + 0 0 + + 0 0 + + + + + + + H- 15 0 

Relationships for those averaging Totals 38 2 

3 or more hours per week 
contacting each colleague 
Ph.D's in dev, labs (N = 31) — + 0 + — 0 + + 0 + - 0 5 3 
Ph.D's ie res. labs (N = 15) 0 0 + - — 0 — + 0 0 0 + 3 3 
Engineers (N = 101) 0 0 + + 0 — + + 0 + 0 + 6 5 

Difference: r for those spend­
Totals 14 11 

ing little time minus r for those 
spending much time 
Ph.D's in dev. labs + — 0 0 — 0 - 0 0 + + + 4 3 
Ph.D's in res. labs 0 0 0 + + + + + + + + + 0 9 0 
Engineers + + + + + + + 0 0 0 0 + 0 0 0 8 0 

Totals 21 3 
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to be higher if a person had high scores on two of these measures than 
if he scored high on just one (data not shown). Thus frequent contact with 
maniy colleagues was preferable to frequent contact with just a few (and 
the lowest performance of all came from those who saw few colleagues 
only rarely). Similarly, having many colleagues in one's own group and 
many colleagues in other local groups was preferable to having many 
colleagues in one's own group only or in other local groups only. (Again, 
the lowest performance was obtained from those who had few colleagues 
in both their own and other groups.) 

The measure which referred to the amount of time spent contacting 
colleagues, however, showed a different pattern of relationships. When 
the time measure was combined with other measures of contact, it was 
discovered that these other measures were especially important for scien­
tists who spent relatively little amounts of time on communication. The 
data are shown in Table 3. In Part a, which contains data for those who 
averaged fewer than three hours per week contacting each colleague, 
having frequent contacts and/or many colleagues paid off handsomely in 
terms of increased performance—note the predominance of pluses. How­
ever, for those who averaged three or more hours per week on communi­
cation with each colleague, the frequency with which they contacted 
colleagues and the number of their colleagues seemed unimportant—note 
that pluses and minuses were about equally present in Part b. 

Thus it appeared that there were several different paths to effective 
interaction: spend much time on communication (in which case the other 
factors did not seem to matter), or spend little time but contact many 
people frequently. The situation to be avoided, apparently, was that of 
spending little time on infrequent contacts with few colleagues. 

Colleague Contacts and Preferences or Requirements 
for Working with Others 

Having discovered that contacts with colleagues did seem to enhance 
the performance of Ph.D's and engineers, and having specified some of 
the forms of contact which were most helpful, we wondered whether 
there were some subgroups or situations in which such contacts would 
not be useful. For example, would colleague contacts lose their usefulness 
to scientists who said they did not care to work with others? 

To answer the question, scientists were separated into two groups 
according to their preferences for working with others.8 

information from three items (found to be moderately intercorrelated among themselves) 
was added together to form an index of preference for working with others. These items 
were parts of Question 62 (quoted in Chapter 6) and inquired about the importance the 
respondent attached to: 62E—"working with colleagues of high technical competence"; 
62F—"having congenial co-workers as colleagues"; and 62G—"working under chiefs of 
high technical competence." 



TABLE 4 These data indicate that contacts with colleagues tended to be positively related to scientific performance regardless 
of the scientists preference for working with others (note predominance of + 's in Parts a and b). 

(A + or — sign appears when the correlation was at least ±.15; double signs appear when the correlation was statistically 
significant at the .05 level. P = papers for Ph.D's and patents for engineers; R = unpublished reports; C — scientific contribution; 
U = usefulness. All performance measures have been adjusted for length of experience. N's vary somewhat owing to missing data.) 

Relationships for those 
with low preference for 
working with others 

Ph.D's in res. labs (JV = 
Engineers (N = 

b. Relationships for those 
with high preference for 
working with others 

Frequency of 
contacting 
colleagues 

Time spent 
contacting 
colleagues 

Number of close 
colleagues in 
own group 

Number of col­
leagues in other 
groups In org'n. Scorecard 

P R c u p fl c u p R c u p R c u + 's — 's 

34) 0 + + + + + 0 + + + + + 0 0 0 + + 0 + + 0 0 14 0 
25) + + + + + + + + + + 0 + + + + + + + + + + + + 22 0 
93) 0 0 0 + + 0 + + 0 0 + + 0 0 + + + + 0 0 + 11 0 

Totals 47 0 

Ph.D's in dev. labs (N, = 37) 0 0 0 0 + + + 0 - 0 0 + + + 0 + + + + + 11 1 
Ph.D's in res. labs (N-. = 20) - + + + 0 + + + + + 0 + 0 0 + 0 10 1 
Engineers (N = 105) 0 0 0 + 0 0 0 0 + + 0 0 + + + + + + + + + 12 0 

Totals 33 
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The results, shown in Table 4, were surprising. The relationships be­
tween contacts with colleagues and performance were as positive among 
scientists who did not especially prefer to work with others (Part a) as 
they were for scientists who did prefer to work with others (Part b). 
(Among Ph.D's in research labs, the relationships were somewhat stronger 
for the former group.) Thus Table 4 suggests that contacts could be help­
ful even to the relatively unsocial scientist. 

Two other analyses explored the effect of work requirements from a 
somewhat different viewpoint. It seemed possible that scientists who were 
motivated strongly from within might benefit less from colleague contacts 
than would men with low inner motivation. If scientists were divided into 
groups which differed in motivation, would the relationships between 
colleague contacts and performance be stronger in one group than in the 
other? Although the tables are not shown, the results from two separate 
analyses were straightforward: strength of motivation did not seem to 
affect the extent to which colleague contacts enhanced performance. 
They were just as useful to the highly inner-motivated scientists as to 
the less motivated men.7 

Thus colleague contacts seemed useful for a wide range of Ph.D's and 
engineers. The positive relationship between contacts and performance 
appeared even for people who were not especially interested in working 
with others, and people who indicated strong sources of inner motivation. 

SUMMARY AND IMPLICATIONS 

To conclude the chapter, let us tune in on an imaginary conversation 
with a research director: 

You seem to have presented a pretty straightforward set of findings. 
Let me see if I've got the gist of them: contacts with colleagues went 
with higher performance. 

Yes, that is the main point. It should be pointed out that this result 
appeared for three different groups: Ph.D's in research and development 
labs, and for engineers. However, they were not nearly so clear for two 
other groups, assistant scientists and non-Ph.D scientists. 

What surprised me was the way your findings seemed to hold up for 
everyone, even people I thought might be "immune" to the effects of 
contacting colleagues—those people who didn't want to work with 
others, for example, or those in labs where the work was done auton­
omously, or your highly motivated people. 

7 In one analysis, scientists were divided according to their scores on a question which 
inquired about their involvement in their work (the question is reproduced in Chapter 5). 
In the other analysis, the index "own ideas as a source of motivation" (described in Chapter 
6) was used to divide the scientists. 
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At first we were surprised too. But as we began thinking about the 
kinds of benefits which might occur through interaction with colleagues, 
it became obvious that they could be helpful to scientists in many differ­
ent situations, though perhaps for different reasons. Of course, one pos­
sible reason contacts may have enhanced performance was . . . 

Hold itl What makes you think that contacts "enhanced" performance? 
Might it not work the other way around—high performance increased 
a man's contacts? 

Undoubtedly many scientists were sought out by others who wanted to 
learn something from the man they contacted. (An important teaching 
function may have been going on here.) So we would not want to rule out 
the possibility that some contacts occurred as a result of a man's previous 
high performance. But even teachers often claim they benefit from con­
tacts with their students! 

When we found that the positive relationship between colleague con­
tacts and performance appeared even after we had taken into account 
differences in experience, in supervisory status, and in which person 
originated the contacts, then it looked as if contacts did enhance per­
formance—at least sometimes. 

Okay, so perhaps I would do better science if I talked shop with ray 
colleagues. Why should that be? 

That is just what we were coming to. (But we would point out that 
contacts can occur in many ways; talking is just one.) 

How can colleagues enhance performance? Well, one way, of course, 
is by providing new ideas—jostling a man out of his old ways of thinking 
about things. Several of the notions described in Chapter 4 on Diversity 
fit in here also. But colleagues may do much more. Sometimes a colleague 
may know something another man needs to know: "Hook it to the red 
terminal and wait ten minutes," or "Go see Fred, he knows all about 
it." And, of course, important coordination may occur: "Why not ask 
Ruth to run it for you; I'm not keeping her too busy right now." 

Then there is the possibility of a colleague catching an error which 
the man himself is too engrossed to see: "You're crazy, Joe, the company 
couldn't possibly afford to produce it ." Sometimes knowing that even one 
other person thinks a problem is worth working on may be all it takes to 
keep a man going in a new area: "Gee, Bill, it would be great if you 
could solve that onel" 

Still another way colleague contacts may help a person is in keeping 
him on his toes—simple things, like putting in a good day's work, or 
running a test the way it should be done, or providing some friendly (but 
nevertheless real) competition for promotion or recognition. Thus there 
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may be many ways you could benefit by talking shop with your col­
leagues. Of course they won't all happen at once and some may not be 
relevant for you. 

Many of these benefits seem as relevant for the scientist in the auton­
omous lab, or the highly motivated man, or the man who is not eager 
to work with others, as for anybody else. So perhaps it was not too sur­
prising that colleague contacts helped the performance of those men 
also. 

In short, it may be a mistake to think of contacts with colleagues as 
providing only intellectual stimulation and new ideas. There may be a 
lot of error catching, coordination, and maybe even some needed relaxing 
("Come on, John, you can't win them all; let's get a Coke"). 

I recall that you mentioned that the highest-performing scientists had 
far more than average contact. This suggests that many of my men 
(who seem pretty much like the ones responding to your questionnaire) 
should be having more contact with their colleagues. Have you any 
suggestions as to what I could do? 

Our data suggest several specific possibilities. 
Contacts were especially useful if originated by the persons concerned 

(the man or his colleagues), but even meetings originated by the organi­
zation seemed to help some. Furthermore, we found that frequent con­
tacts with many colleagues seemed more beneficial than frequent con­
tacts with just a few colleagues. Similarly, having many colleagues both 
inside and outside one's own group seemed better than having many 
colleagues in one place and just a few in the other. So anything you can 
do to promote these forms of contact should be in the right direction. 
Set up teams, committees, evaluation groups, maybe lunch gatherings, 
but keep the situation loose. After all, the goal is good communication 
between individual men, not a complicated or rigid set of formal 
meetings. 

One important thing that you can do is to make sure that men work­
ing in related areas are aware of each other's activities, interests, and 
problems. If this condition is met, your men can themselves seek the 
contacts which promise to be useful. 

It may also be fruitful to take a more general view of your lab. What 
opportunities are there for good communication? What are the risks? Is 
Scientist A likely to lose credit for a bright idea if he tries it out on Sci­
entist B? Or is he likely to be laughed at if what he thought was a bright 
idea turns out to be wrong? A tradition of mutual helpfulness and sup­
port may promote effective communication. 



4 
DIVERSITY 1 

In Both Research and Development, the More 
Effective Men Undertook Several Specialties 
or Technical Functions. 

Ours has been called an age of specialization. What implica­
tions does this have for division of labor within an R ir D lab­
oratory? Should one scientist concentrate exclusively on research 
and another on development, or should each scientist keep one 
foot in each territory? Should he strive for "depth" within a few 
problem areas, or for "breadth" in several areas? Is either of these 
approaches better in certain kinds of laboratories? Is either of them 
to be preferred at certain stages in the individuals career? 

There are other related questions. How much of his working day 
should the scientist or engineer spend on strictly technical tasks, 
and how much (if any) on administration, teaching or communi­
cation? For that matter, is there an optimal total length to his 
working day? How many projects can a technical man work on 
profitably at one time? 

This chapter reports several lines of analysis, all directed toward the 
question: What is the most fruitful way in which an R & D man can 
spend his time? We did not, of course, simply ask the scientists what 
they preferred in terms of depth or breadth for tasks, or amount of time 
they wanted to spend in research or teaching or administration. Rather 
we asked how they were actually spending their time, and we then exam­
ined how well scientists performed who spent their time in different ways. 

As we explored the data, our conviction mounted that diversity was 
essential. In a number of ways, scientists who were highly specialized 
or one-sided were less effective than those with several interests. 

'These analyses were largely supported by the U. S. Army Research Office (Durham). 
This chapter expands an article by D. C. Pelz and F. M. Andrews, "Diversity in Research," 
international Science and Technology, July 1964. pp. 21-36. Detailed data on percent of 
time spent in technical work appeared in F. M. Andrews, "Scientific Performance as 
Related to Time Spent on Technical Work, Teaching, or Administration," Administrative 
Science Quarterly, 1964. vol. 9, pp. 182-93. 

54 
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We invite the reader to retrace in this chapter the steps by which we 
found ourselves reaching this conclusion; to provide a sense of direction, 
we offer the following road-map. Taking one path, Andrews asked how 
much time it was profitable for the technical man to spend on technical 
work as such, and discovered that those spending full time were less 
effective than those giving only three-quarters time. Pelz meanwhile 
examined the number of "areas of specialization" the scientist felt he 
possessed, and observed that the more of these the better. Following this 
hint, Pelz looked at various R & D functions which the individual might 
engage in, such as basic research, invention, etc.; again he generally ob­
served that the more of these the better, in all types of laboratories. The 
chapter then reports data on how much time scientists or engineers spent 
on research as such, or on development or technical services as such, for 
best results; it then examines how the foregoing patterns varied for peo­
ple at different career levels, and concludes with some practical impli­
cations. 

Time in Research versus Administration versus Teaching 
The questionnaire had asked how the scientist allocates his time to 

"technical work" (that is, research or development), or to "aclrninistration," 
or to "teaching or training" (see Question 5 box). It seemed plausible 
that some degree of teaching might enhance scientific achievement. Here 

Question 5. Of your total work time, about what proportion do you 
normally spend on the following types of activities? (If it fluctuates, strike 
an average.) Enter nearest 5-10%. 

percent 
of time 

A. Teaching and training % 
B. Technical work, other than teaching % 

[This was further broken down into: 
My own work 
Supervising technical work of others 
Collaborating with colleagues 
Consultation and technical service] 

C. Administrative and other nontechnical work % 
[Including: 

Internal administration, expecting services 
Communicating with higher ups 
Communicating with outside groups or clients] 

Total for all work (should add to 100%) ( %) 
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we were following a trail blazed several years ago when Leo Meltzer, a 
colleague then at the Survey Research Center, was analyzing data from a 
nationwide survey of physiologists by himself and Seymour Lieberman.2 

Meltzer found that full-time researchers published less than those spending 
three-quarters time, and this held true within each academic rank. (Many 
of his respondents were university professors.) 

Although some time spent in teaching might enhance scientific achieve­
ment, it seemed equally plausible that diversion into administration would 
hinder. But just how much administrative distraction could the scientist 
tolerate, we wondered, before his productivity suffered? 

We had expected to find that the more time in technical work the 
better (except, perhaps, for those in university departments). What we 
weren't sure of was what amount of ao'rninistration was clearly harmful. 

We were therefore surprised to get the results plotted in Charts 1-A 
through 1-D. Chart 1-A shows data for the 100 Ph.D's who completed 
the long form questionnaire in development-oriented laboratories. It ap­
peared that those Ph.D's who spent essentially full time in technical 
work, and therefore little if any time on administration, were less effective 
than those who spent about three-quarters time. Since little formal teach­
ing was done in these labs, clearly the bulk of time not spent on technical 
work was being given to administrative tasks. 

We see a similar trend in Chart 1-B for the 75 long-form Ph.D's in 
research-oriented labs. Again, those spending only half or three-quarters 
of their time on strictly research activities were more productive scien­
tifically than those who spent full rime. Meltzer s preliminary findings 
on physiologists were confirmed. Here, of course, the time spent on non-
research activity might be given either to teaching or to administration 
or to both. We shall say a word later about the distinction between these 
two. 

Chart 1-C shows a similar but modified picture for the 200 engineers. 
Again performance was low among those who spent full time, and opti­
mal for those who spent only half time in strictly technical activities. 

Chart 1-D for "assistant scientists" (in either research or development 
laboratories dominated by Ph.D's) shows a picture very similar to that 
for the Ph.D scientists. Among those spending full time in research, 
performance was lower than for those putting in three-quarters time. 
(Very few, as we might expect, spent less than three-quarters time on 
technical work. When they did, their scientific contribution was extremely 

Unpublished data. For other reports on this study see Leo Meltzer and James Salter, 
"Organizational Structure and Performance and Job Satisfaction of Scientists," American 
Sociological Review, 1962, vol. 27, pp. 351-62; R. W. Gerard, Mirror to Physiology: A Self 
Survey of Physiological Science, American Physiological Society. Washington, D .C, L958. 
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70th 

3L 

30th 

Ph.D's in development labs 

Scientific contribution " ~ 
Owr-all utafulrww 

Papers 
Unpublished report* 

Eta 
—•• .42* 
- ~ - .52* 

.15 
• .19 

Under hah* Half 3/4 
(0-40%) (41-6055) (61-fiO%) 

Time in technical work 
Number ot 
persons 7 21 32 
'Statistically significant probability f e u than 1 in 20 

of occurring by chance. 

Full 
(81-10056) 

38 

Chart 1-A. For these Ph.D's in labs where executives valued development of better products 
more than scientific publication, performance was lower by most standards when the 
scientist spent alt of his working time on technical activities, compared to three-quarters 
time. 

low, although output of reports was high. Perhaps they were acbriinister-
ing a production line for grinding out technical memos.) 

We haven't plotted the data for group E—the few nondoctoral sci­
entists in research-oriented laboratories of the government not dominated 
by Ph.D's. Scientific contribution was higher when the person spent half 
time or less in technical work (although output of reports and papers 
fluctuated). 

Some Further Explorations. What accounted for these trends? Were the 
people spending full time in technical work simply junior members who 
had not yet produced much? Were those spending three-quarters or half 
time senior members or supervisors who not only produced more, but 
also had administrative chores thrust on them? We checked this idea 
carefully, and found that it did not explain away the results. Among 
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Ph.D's in research labs 

70th I 1 

s Average 

30th 
Scientific contribution 1 

Over-all usefulness 
Papers • 

Reports • 

Eta 
,27 
.26 
.19 
25 

J 

-\ A 

Under half Half 3/4 
Time in technical work 

Number 
18 

- 30 
17 
22 

12 
13 

Full 

10 
11 

Chart 1-B. For these PhDs in labs where executives placed higher value on scientific 
publication than on product development, all four performance measures stood higher when 
the scientist spent only half to three-quarters of his working time on strictly technical 
activities. 

mature nonsupervisory scientists and engineers at each career level, the 
effect held up sharply. Full-time researchers were simply less effective. 

Another hunch was that those who were teaching or training in their 
spare time, rather than administering, were being stimulated. So we did 
some further breakdowns to see whether scientists did better if they spent 
their nontechnical time teaching instead of administering. In development 
labs, of course, little formal teaching was done, so we could only com­
pare those who did some teaching with those who did none. 

Among engineers, some time in teaching did indeed prove a slight 
advantage (although among Ph.D's in development there was no differ­
ence). But for the Ph.D's in research labs a most curious result appeared. 
Here we could compare scientists who spent their nonresearch time 
mainly in teaching with those who spent it mainly in administration. And 
among nonsupervisors in research, the part-time administrators were 
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judged to be better scientists! (Among supervisors it made no difference.) 
Was it possible that some administrative activity actually stimulated 

scientific achievement? In university settings (one can speculate), "admin­
istration" might be more than minor routine. It might include the seeking 
of research funds from sponsors, or serving with colleagues on admissions 
or salary committees where the goals of the department are debated. 

We saw in Chapter 2 that staff members who allowed two or three 
"decision-making sources" to influence their technical goals were more 
effective. Possibly "administration" in mild doses provides a channel for 
these influences. It is not a mere exercise in pushing papers. Rather, it 
may expose the man to fruitful ideas outside his immediate problem area. 

Whatever the interpretation, it can be said that the man who spent 
some time in administration or teaching had a certain diversity in his 
work. 

70th 

S. 

30th 

Engineers in development labs 

- - - - A 

— Average 

Scientific contribution — ^ — 
Over-SB usefulness — — 

Papers • 

Unpublished reports -•-

EU 
• 2 1 ' 

.41* 

.28* 

.19" 

Under half 

Number of 
persons 16 
'Statistically sipitflcent 

Half 3/4 
Time in technical work 

48 78 

Full 

73 

Chart 1-C. Among these engineers in development-oriented labs, all four measures of 
performance were lower among those spending full time in technical work than those 
spending three-quarters or half time. Contribution and usefulness continued high among 
those with less than half time. 
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Chart 1-D, Among "assistant scientists" in Ph.D-dominated laboratories, performance on 
all measures was again lower for those who spent full time on technical activities, compared 
to those spending three-quarters. The very few who spent half time or less produced many 
reports, of low scientific value. 

Number of Areas of Specialization 
Another indicator of diversity was simply the number of research 

specialties a man felt he had. The following box shows the questionnaire 
item used to determine this, and the data are plotted in Charts 2-A 
through 2-D. 

Question 2. Within a discipline or field an individual may develop an 
area of specialization—a content area about which he knows a great deal. 
If you have such areas of specialization, please list them below in order 
of proficiency. (Limit to areas in which currently active.) 

A. Most proficient . 
B. Next most proficient 
C . Third most proficient — 

Check here if no particular area of specialization 
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Chart 2-A shows the four measures of performance for Ph.D scientists 
in development-oriented laboratories. The more areas of specialization an 
individual reported, the higher was his scientific performance (with minor 
exceptions; more papers were published by those having two areas rather 
than three, and a few Ph.D's were moderately useful without any special­
ized areas). 

Chart 2-B shows a similar trend for the Ph.D's in research-oriented 
labs. Except for a very few persons who reported no areas nf special­
ization, we see the same trend: the more areas, the higher were several 
measures of performance. 

The engineers in development laboratories are shown in Chart 2-C. 
Those with two or three areas of specialization again performed better 
than those with one. 

Chart 2-D for "assistant scientists" indicates that scientific contribution 
and usefulness rose mildly but steadily with increasing number of areas; 
and, in general, so did publication of papers. 

70th 

30th 

Ph.D's in development labs 

/ V 

Scientific 
contribution 1 

Useful nets 
Papers 

Unpublished rt port-

Eta 
— .18 

.17 

.17 
34-

None 

8 Number 
'Statistically significant 

One Two Three 
Areas of specialization 

9 25 59 

Chart 2-A. The more areas of specialization reported by Ph.D's in development labs, the 
higher their performance tended to be (although more papers were published by those 
having two areas rather man three, and a few were moderately useful without any special­
ized areas.) 
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For the final group of nondoctoral scientists in research labs (data not 
shown), a similar mild trend was noted: contribution, usefulness, and 
reports rose as number of areas increased from one to three (papers 
peaked at two areas). 

Before we go further, the reader is sure to have questions. Might it 
not be, for example, that as the scientist matures he acquires more spe­
cialized areas, and also produces more? Might the relationship not be 
due simply to a rising level of competence and experience? 

The data have already been adjusted, of course, to rule out length of 
time since the degree, and time in the organization. In addition we re­
examined the results separately within each career level, and wil l show 
some details a little later. Here we can say simply that such an analysis 
did not wipe out the results; if anything, the trends at certain levels 
were strengthened. 

Ph.D's in research labs 

Average 

7/ 
V 

th to 

-t-30th 

X Sctttfltrfte Eta 

/ con hi button 38 
Usefulness .47 

Papers .22 
Ra ports .15 

None One Two Three 
Areas of specialization 

Number 
3 2 9 45 
4 4 16 55 

•Sattisticany signiSc-nt 

Chart 2-B. The more areas of specialization among these research Ph,D's, the higher their 
performance on most measures; a few who named no specialty, however, wrote many 
reports of little scientific value. 
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Chart 2-C. Engineers performed better on aU measures when they had two or three areas 
of specialization, although some with no specialty were moderately useful 

As we pondered these results, we suspected that the phenomenon 
which accounted for them might be the same as that which led scien­
tists spending less than ful l time on their technical work to perform well. 
Diversity in the R & D tasks of the scientist or engineer appeared to 
accompany high performance. But we wanted to check this further with 
other evidence. 

Number of R 6- D Functions 

In a third analysis we explored the question: How should the scientist 
allocate his time among various R & D functions such as basic research, 
applied research, development or technical services? To get an idea of 
how he currently divided his technical work, we asked the question 
shown on page 65. 

Category IA for "general knowledge" was intended to represent basic 
research without using that ambiguous term, whereas category IB for 
"specific knowledge for solution of particular problems" was intended to 
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Assistant scientists 

70th 

30th Eti 
Sdwitrfic contribution ——— .20 

Usafulnas — — -22 
Pipers .18 

UnpuNlibtd reports .12 

None One Two Three 
Areas of specialization 

Number 16 18 22 34 

Chart 2-D. In Ph.D-dominated laboratories, the scientific contribution, usefulness, and 
publication of these assistant scientists rose mildly with increasing number of areas, but 
report writing showed no trend 

cover applied research. Note the cUstinction between IIC on "improve­
ment of existing products or processes," and I I D on "invention" of new 
ones—the former presumably more routine, the latter more creative. 

Here we were following a clue suggested by Herbert A. Shepard's 
earlier study of twenty-one industrial laboratories.3 One of his tentative 
findings was that in labs oriented toward pure research, teams doing 
applied work or development were rated lower by executives, whereas 
in relatively applied laboratories the reverse happened: teams doing more 
basic research were down-graded. I t seemed reasonable, then, that in 
our research-oriented labs we might find that the more time scientists 
spent on research (to the exclusion of development) the better; and, 
conversely, in development labs we might find that the more time they 
spent on development the better. 

'Unpublished data. See "Field Studies in the OrguizaUon and Management of Research," 
progress report, Sloan Research Fund Project #504, Massachusetts Institute of Technology, 
February 1954. 
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Question 14. The technical work of scientists and engineers covers a 
broad range of activities. At present, about what percent of your time 
(other than teaching) Is directed toward each of the following purposes 
(either your own work, or work for which you are responsible)? Enter 
nearest 5-10%. FILL ALL SPACES. 

Percent 
of work 

I . Research (discovery of new knowledge, either basic or 
applied) % 
A. Genera] knowledge relevant to a broad class of 

problems ( %) 
B. Specific knowledge for solution of particular 

problems ( %) 

I I . Development and invention (design of particular 
products or processes; translating knowledge into useful 
form) % 
C. Improvement of existing products or processes ( %) 
D. Invention of new products or processes ( %) 

I I I . Technical services to help other people or groups 
[including testing, analysis by standardized techniques, 
consultation, trouble-shooting] % 

IV. Other purposes (specify) % 

Total time should add to 100% ( %) 

What we actually found wil l be shown a little later. First, let us see 
what happened when we followed up a hunch based on the previous 
results. By now we had discovered the pattern of areas of specialization. 
We had also seen (Chapter 2) that the more "decision-making sources" 
the person involved in deciding his goals, the better. Would something 
similar emerge if we looked at the number of different R & D functions 
carried on by the scientist? 

We recorded for each scientist the number of R & D functions to 
which he devoted at least a slight amount of time (6% or more). A clear 
picture appeared, as shown in Charts 3-A through 3-D. 

For Ph.D's in development labs (Chart 3-A) and for Ph.D's in research 
labs (Chart 3-B), the general tendency was clear: most measures of per­
formance increased as the scientist engaged in more kinds of R & D func­
tions, up to a maximum at four functions. 

In research labs, though, the curves dropped at five functions. Ap­
parently there is profit in diversification, but also danger. Carry it too 
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Chart 3-A. In general, the more different ROD functions these development Ph.D's engaged 
in, the higher their performance, although a few published many papers (of minor scientific 
value) when concentrating on a single function. 

far and one becomes superficial. At the other extreme, a person tended 
to publish more papers i f he specialized in a single R & D function, but 
his scientific contribution and report output were low. 

For engineers (Chart 3-C), performance was above average when the 
person engaged in five different activities, below average when he had 
only one. 

For the assistant scientists (Chart 3-D), performance tended to peak 
at three or four functions, and to drop at five. The parallels wi th data 
for both Ph.D groups were strong. 

For the remaining small group of non-Ph.D's in government research 
labs, however, the picture was unclear (data not shown). A generally 
rising trend appeared for reports (maximum at five functions), but for 
contribution and published papers, the curves resembled a W, with maxi­
mum at either one or five functions. Perhaps this group found it necessary 
to pursue either the path of "specialist" or that of "generalist." 
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Again the reader might wonder whether experience alone could ex­
plain these results. Were senior scientists or supervisors not only per­
forming more different kinds of R 6c D functions, but also producing 
more? As we shall see later, restricting the analysis to single career stages 
did not eliminate the effect, but in some cases sharpened it. 

Once again, the more productive scientists were those with moderate 
diversity (several R & D functions) in the content of their work. 

Optimal Allocation of Time among Various Functions 

What, then, is the optimal time for an individual to spend in each 
kind of R & D function, for each kind of laboratory? Under three head­
ings we shall consider results for time in research as such, development 
as such, and technical service. 

Time in Research as Such. First, the next four charts show how per-

Ph.rrs in research labs 
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Chart 3-B. The more ROD functions up to four performed by these research Ph.D's. the 
better their performance. The few who attempted all five functions may have spread them­
selves too thin. 
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Chart 3-C. Engineers having five ROD functions were some­
what above average, whereas those having a single function 
were a little below. 

Assistant scientists 
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Chart 3-D. Assistant scientists. Like the research Ph.D's, per­
formance dropped if they attempted all five. 
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Chart 4-A. Most Ph.D's in development labs were both scientifically effective and useful 
when spending about half of their technical time in research as such, although a few 
excelled when avoiding research entirely. Those who spent full time in research continued 
to publish, but their papers had minor scientific value and usefulness. 

formance varied according to the proportion of time spent in research 
("discovery of new knowledge, either basic or applied")—Category I in 
the box. For simplicity we have combined time spent in pursuit of "gen­
eral knowledge" and "specific knowledge for particular problems." 

Among Ph.D's in development (Chart 4-A), a few individuals were 
highly productive when they spent no time in research. Among the re­
mainder, however, the optimal proportion of time was about one-half 
to three-quarters. Less effective were scientists who devoted either very 
little time (one-eighth) or a great deal of time (more than four-fifths) 
to research. 

A similar trend appeared among Ph.D's in research labs (Chart 4-B). 
Best performers were those spending one-half to three-quarters time in 
research as such. 

For engineers, however, (Chart 4-C), the pattern was flat and ambigu­
ous: engineers who spent most of their time on research were slightly 
better on scientific contribution, but slightly below par on patents and 
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Chart 4-B. In research labs, PhD's did best when spending 
half time in research as such and effectiveness dropped if 
they gave full time to research. 
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Chart 4-C. Engineers who spent most of their time in research 
as such were slighUy better on scientific contribution, but 
average or below on other measures. 
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Assistant scientists 

70th \ 

\ 
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Usefulness .36 
Pa port .42 

Reports 30 

0-5 6-20 21-40 41-60 61-80 81-100% 
Percent of technical time in research 

Number 11 11 24 12 8 22 
• Statistically significant 

Chart 4-D. An unsteady but rising trend appeared in the data for assistant scientists, 
some of whom were outstanding when they spent three-quarters time in research as such. 
Like Ph.D's in development, however, a few wrote many useful reports with no time spent 
in research. 

reports. For assistant scientists (Chart 4-D), the pattern resembled that 
for the Ph.D's—maximum performance when the person spent about 
three-quarters time in research as such. Among the final group of non-
Ph.D scientists in research, the curves were flat. 

Time in Development. The next charts show how performance varied 
with proportion of time spent in development (either improvement of 
existing products or processes, or invention of new ones)—Category I I 
in the box. 

For the bulk of Ph.D's in development (Chart 5-A), best performance 
occurred when they spent between one-eighth and one-half of their time 
in development activities. 

Even among Ph.D's in research (data not plotted), we were surprised 
to find that performance was somewhat better i f they spent an eighth 
to a third time on development, rather than no time or considerable 
time. (As one would expect, very few spent more than half time.) 

Chart 5-C for engineers shows a modification of the same trend. Some 
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Chart 5-A. These scientists generally contributed and published 
more when they spent one-eighth to one-half of their technical 
work time in development activities. A few who spent full time 
wrote many reports, of dubious usefulness. 
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Chart 5-C. Two humps appeared in this chart for engineers. 
Performance was a little better if the person spent either one-
quarter time in development, or three-quarters time or more, 
rather than half. 
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of these men tended to be productive if they spent about one-third time 
in development. But others contributed or patented more if they spent 
three-quarters to fu l l time. 

A similar pattern appeared among assistant scientists (not plotted). 
Their contribution was higher i f they spent either modest time in devel­
opment (one-eighth to one-third) or considerable time (three-quarters or 
more), but not simply half time. (For nondoctoral scientists, the trends 
were again ambiguous.) 

There was a hint here that some nondoctoral engineers and assistant 
scientists could afford to specialize more than the Ph.D's, giving the 
bulk of their time either to research or to development. 

Technical Services. In addition to "research" and "development," the 
main remaining category was "technical services." We shall summarize 
these results without plotting. Few Ph.D's spent more than a third time 
in technical services, but even here those who gave some time to techni­
cal services were judged to contribute slightly more (both in research 
and in development labs) than those who gave no time. 

Among non-Ph.D's, the rating of scientific contribution generally de­
clined as more time was spent in technical services (although the number 
of unpublished reports was high for about half time). Even so, those who 
gave a li t t le time (about an eighth) to technical services were slightly 
more effective than those who gave none. 

To Sum Up. Again we see that both in research and in development 
labs the more effective scientists and engineers (with some exceptions) 
did not concentrate exclusively on research, or on development, or on 
technical services. But neither did the more effective people totally avoid 
these categories. For all three kinds of functions, some time was better 
than none. 

There is, of course, a link here with the preceding analysis (Charts 
3-A through 3-D) on number of R & D functions. If the better scientists 
were those who spent close to half time on research, nearly as much on 
development, and a little on technical services, it followed necessarily 
that the better ones would turn out to be spending time in several R & D 
functions rather than concentrating in a few. 

Career Levels 

I f i t is true that scientists who diversify are more effective, does this 
hold true at all career levels? Are there certain stages at which the sci­
entist ought to dig deep, or others at which he ought to broaden out? 

Previously we had defined a set of career levels which would have 
analogous meaning across different kinds of laboratories. Each laboratory, 
of course, had its own ladder of job grades. By looking at job titles and 
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salaries found at each grade, and typical characteristics of their occupants 
(education, length of service, number of subordinates, if any), we were 
able to establish rough parallels among job ladders in industry, govern­
ment, and university. 

We then defined three career levels for doctoral scientists and four 
for nondoctorals, mainly on the basis of job grade, but also setting limits 
of work experience. Details are given in Appendix E. 

Level 4 or "supervisor" included members of industrial or government 
labs who headed a section or larger unit; and in the university, depart­
ment chairman and other ful l professors. They had to have at least six 
years of experience since the Ph.D or B.S. 

Level 3 or "senior" included mature nonsupervisory investigators with 
substantial responsibility who were usually in their late thirties (equiv­
alent to government grades GS-12 and up, or university titles of associate 
or assistant professor). 

Level 2 or "junior" included younger scientists or engineers. Some 
might be starting their first job, but typically they were in their early 
thirties, and about eight years beyond the B.S. (equivalent of government 
grades GS-9 or 11, or university title of instructor). 

Level 1, which we have called "apprentice," was limited to nondoc­
torals at the bottom of the professional ladder (equivalent of government 
grades GS-5 and 7). Typically they were recent college graduates under 
30, performing routine tasks, but a few were highly experienced non-B.S. 
technicians who had risen to professional status. 

Within each of these career levels, we repeated our analyses. In Chart 
6-A we see results for Ph.D's on number of areas of specialization. (Since 
the trends were similar in research and in development, we have com­
bined the two groups here.) At the right, among scientists having at least 
three specialties, there was not a sharp difference among those at each 
career level. But as we move to the left on the chart, we see that the 
difference among the levels increased. Supervisors did not seem to be 
especially disadvantaged, but possession of fewer specialties was of great­
est handicap to younger people. One gets the impression that lack of 
breadth was a marked drawback for the younger man, but not for those 
at older levels. 

Somewhat the same picture is given by Chart 6-C for engineers. The 
apprentices stood apart from the others; specialization did not matter 
much, or may have helped. Breadth was especially important among 
junior and senior (nonsupervisory) engineers. Having a single specialty 
was most harmful to the juniors, moderately harmful to seniors, but 
possibly beneficial for the supervisors. 

Another interesting picture appeared for number of R & D functions. 
Since the pattern was clearest among engineers, we show their data in 
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70th 
All Ph.D's 
(research and development labs) 

Supervisors 

Seniors 

untors 

None 

Number of: 
Supervisors 4 

Seniors 5 
Juniors 0 

One Two 
Areas of specialization 

Three 

56 
23 
21 

Chart 6-A. Among all Ph.D's in research and development labs combined (the curves for 
both were similar), lack of breadth was of most handicap to junior investigators, next for 
seniors, and least inhibiting for supervisors. 

Chart 7. Apprentices, as well as junior engineers, performed better when 
they limited their attention to two or three R & D functions. But there 
were some juniors who did well when covering five functions. 

Among senior engineers, this bimodal effect was heightened. Best 
records were made either by those who concentrated on one major func­
tion, or those who diversified over four or five. We can almost see these 
men taking one of two routes to success: either that of a narrow specialist, 
or that of the broad generalist. For those who had become supervisors, 
however, all paths were equally successful—specialist, generalist, and 
mixed. 

Number of Projects and Working Hours 

At the beginning of the chapter we raised some other questions con­
cerning number of projects and length of the working day. 

For most of the groups, we found a very slight tendency for scientists 
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Three 
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Chart 6-C. Among engineers, apprentices were not harmed by lack of specialties, but 
juniors and seniors performed better if they had two or three. Having a single specialty was 
possibly beneficial for supervisors. 

to perform better if they worked on two or three projects, rather than 
one or none. For Ph.D's in research, however, there was no relationship. 
The conclusion seemed to be that the scientist performed best when he 
utilized two or three different skills, and faced both scientific and applied 
problems in his work. I t did not matter whether his work was organized 
around one or several projects, so long as it called for a mix of activities. 

In almost all groups, the scientists performed less well i f they worked 
only a standard eight-hour day or less. But it did not follow that the 
longer the hours the better the job done. Generally a nine- or ten-hour 
day, on the average, gave better results than an 11-hour day (but "assist­
ant scientists" wrote more reports under this condition). 

Once again there was a hint that excessive concentration was not 
healthy. A l l work and no diversity was making Jack a dull scientist. 
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~1 1 1 
Engineers in development labs 

70th 

5 

Supervisors 

Seniors / 

/____ 
/ X \ / / Juniors 

— ^ 

\ Apprentices 
30th , 

One Two Three Four Five 
Number of R & D functions 

Numbt/ of: 
Suparvltore 3 11 33 24 14 

Seniors 3 9 9 20 4 
Juniors 5 7 24 13 5 

ApprentJoas 2 6 6 5 2 

Chart 7. Among engineers in development labs, juniors and seniors showed a btmodal 
effect; either few ROD functions, or many, accompanied higher performance. 

SUMMARY AND IMPLICATIONS 

At the risk of going beyond the data, let us sharpen the potential 
implications through the following conversation, based on typical ques­
tions from technical audiences. 

What do these findings imply for administering research organizations? 

In the first place, complete protection of the technical staff from ad­
ministrative duties may be a mistake. We saw in Chapters 2 and 3 that 
a scientist may benefit if his colleagues are involved in setting his tech­
nical goals and if he maintains substantial contact with them. This chap­
ter suggests that the scientist may also benefit from a mild exposure to 
administrative tasks. For example, he might participate in review con­
ferences where each staff member periodically outlines his future direc­
tions. Serving on such review rommittees need not be limited to a few 
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supervisors. If this responsibihty were spread around among all the pro­
fessional staff, i t would add zest and breadth to the research climate. 

Second, younger scientists should be stimulated to develop several 
specialized areas. 

Finally, the research director should not assign some groups exclu­
sively to research, others exclusively to development. Rather, he should 
encourage groups and individuals to tackle both "pure" and "applied" 
problems. 

1 know you've not claimed outright that diversity stimulates creativity, 
but you've hinted at it pretty broadly. To me, the opposite makes more 
sense. Effective scientists are just naturally curious people, always in­
terested in what other people are doing. The bright, productive ones 
are noticed and consulted about all sorts of problems, and that's why 
they develop more specialties and get into different kinds of R & D 
activities. 

Maybe you're right. Wi th survey data like ours you can never prove 
one causal hypothesis over another. But why do you insist that it's always 
the individual and not the environment that makes the difference? On 
this premise, the man is either inherendy capable or he's not, and it's 
the outstanding ones who get drawn into the environments we find linked 
with achievement. 

But maybe something else is happening. Maybe the best people are 
deliberately exposing themselves to the kinds of contacts that wi l l stimu­
late them. I f this is so, then isn't i t possible for a good-but-not-outstanding 
scientist to learn a trick or two? I f he put himself into the kinds of situ­
ations that typify the best scientists, or i f his manager saw that this 
happened, might not the next-best man actually boost his own achieve­
ment? 

Suppose you're right. What does it mean for me? Say that I'm a research 
manager. Do I tell my section heads to assign each investigator to 
three more projects? You don't expect me to believe I can spoon-feed 
diversity? 

No. Such a tactic would be artificial. Note that it doesn't matter how 
many projects the man works on. The important thing is the number of 
skills or specialties he brings to bear, and you don't develop those over­
night. 

What you can do, as a manager, is this. Next time you need to probe 
a certain specialized area—whether with a one-week review or a one-
year pilot project—don't give it to the man (or the group) who already 
knows the most about it. Pick a man (or a small group) working in a 
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related area, and try to interest him in exploring this one. H e l l dig into 
the field with a new zest and excitement. He may uncover some fresh 
ideas that experts in the area would overlook. 

Now we know this is not the most efficient way to run a laboratory. 
And it won't do for a crash program in a crisis. But when you can, try 
it. In the long run, we think, you will build breadth and flexibility into 
your organization because you will be building diversified skills. And 
these wi l l open the door for creative advances all along the line. 



5 
DEDICATION 1 

Several Simple Questions Showed that High-
Performing Scientists and Engineers Were 
Deeply Involved in Their Work. 

In some laboratories the air seems to hum with excitement. 
Investigators are absorbed in what they are doing—their individual 
projects or the laboratory's mission. Coffee breaks buzz with shop 
talk instead of baseball; 5 o'clock quitting time is the exception 
instead of the norm. The morale, in one sense of that overworked 
term, is superb. 

Can such an atmosphere of excitement—call it enthusiasm, 
perhaps, or zest, or dedication—be measured by checklists on ques­
tionnaires? And would it relate to scientific performance? We 
wanted to find out. 

This chapter describes our interest in measuring intensity of work 
motivation—morale in its original sense. Several questions for doing so, 
particularly an item on one's feeling of "involvement" in the work, 
showed correlations with performance. Intensity of motivation was gen­
erally stronger among people who were self-directed. The chapter closes 
with some practical suggestions on strengthening the sense of involvement. 

Morale 

The concept of "morale" is an old one. Its origin is the "esprit de 
corps" of military units. The wi l l to win—to persist in the face of danger, 
discouragement, even defeat—has always been recognized as essential 
to ultimate victory. 

'Preliminary work on this topic was reported in D. C. Pelz, "Intensity of Work Motivation, 
as Related to Output." Analysis Memo #2, December 1960. available in Publication #174] 
from the Survey Research Center, University of Michigan. This preliminary work was 
supported by a pharmaceutical company. Further work is reported in D. C . Pelz, "Self-
Estimates of Motivation Strength, as Indicators of Scientific Performance," Analysis Memo 
#17, May 1962 (Publication #1922). The latter analysis and the present chapter were 
supported by a grant from the U. S. Army Research Office (Durham). We are indebted 
to S. S. Weit for the early analysis on intensity of motivation. 

80 
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In the 1920's and 1930's the notion of "industrial morale" became 
popular, and morale surveys fashionable. But in the process, the original 
meaning of the term was distorted. To our mind, esprit de corps is funda­
mentally a question of motivation—the w i l l to survive and to win. I t is 
su5tained, true, by the fighting man's trust in his leaders and comrades, 
and pride in his unit; but it is not generated by contentment. Yet the 
industrial morale surveys asked how well satisfied workers were with 
their pay, their working conditions, company benefits, and the like. 

When social scientists began to study how the latter kinds of satis­
faction were related to productivity of industrial employees, they often 
found little connection. Perhaps they should not have been surprised. 
Satisfaction is not equivalent to motivation; in fact, it may drop as moti­
vation rises. 

In designing our study of scientists, therefore, we avoided a focus on 
satisfaction as such, and attempted rather to probe into "morale" in its 
original sense of dedication to goals. 

Could this intangible quality be measured? A basis for believing that 
it could came from a visit Pelz made to the research laboratories of a 
major oil company in 1955 where he had a chance to interview nineteen 
technical men. One impression which came through in these interviews 
was the extent to which different people were intense or relaxed about 
their job. I t was not a question of satisfaction or enjoyment, but some­
thing more like involvement or dedication. Some were intensely interested 
in their work, others casual (but well satisfied with working conditions). 
From these subjective impressions, Pelz rated the nineteen people on 
intensity of motivation. And when he later compared these ratings with 
the over-all value of each man in the eyes of the company (as these men 
were ranked by supervisors), a clear relationship appeared—almost with­
out exception, the more highly motivated were doing better work. 

Could this elusive quality of enthusiasm or intensity of work moti­
vation—of morale in its original sense—be captured by the dry check­
lists of a self-administered questionnaire? 

More interviews were carried out in the next two years to catch the 
phrases that highly motivated scientists used to describe their work. 
From them we formed a number of questionnaire items. Those that 
turned out most promising are shown below. Note a contrast between 
these questions and some of the ones described in Chapter 6. In Chapter 
6 we are concerned with tapping the kinds of motivations impelling 
the scientist, whether directed toward adding to science or climbing a 
ladder, whether originating from inner sources or external stimuli. Here, 
in contrast, we are trying to measure the intensity of a man's dedication 
to the job, regardless of the direction or origin of this motivation. 



82 SCIENTISTS IN ORGANIZATIONS 

Question 53. Some individuals are completely involved in their tech­
nical work—absorbed by it night and day. For others, their work is simply 
one of several interests. How involved do you feel in your work? 

[On a six-point scale, the respondent rated himself from "not much 
involved" to "completely; the most absorbing tiling in my life."] 

Question 57. How interesting or exciting do you find your present work? 
[Six-point scale from "hardly interesting at all; pedestrian" to contin­
ually exciting."] 

Question 11. One project may seem like a "labor of love" with which 
you feel strongly identified; it seems like a part of yourself, your own 
brainchild. Another project may be just an assignment about which you 
feel detached and impersonal. How do you feel toward each of your 
projects? 

[Space was provided to list up to three projects, each rated on a six-
point scale of identification from "nonexistent; I feel completely de­
tached" to "intense; seems like a part of myself." The response for 
the main project was used in this analysis.] 

Question 52. How important do you personally feel your present tech­
nical work is, that is, how much of a contribution is it likely to make, 
either to technical knowledge, or to practical application, or by other 
standards? 

[Six-point scale from "of no importance" to "utmost; one of the 
most important of its type anywhere in the world today."] 

Question 54. How challenging do you find your present work in the 
sense of demanding concentration, intelligence, or energy? 

[Five-point scale from "hardly challenging at all" to "extremely chal­
lenging; demands all that I can offer," with a nonscale response of 
"completely over my head; I feel lost."] 

How were we to know whether our attempt was successful—whether 
we really were able to capture the quality of enthusiasm? One test was 
to see whether several questions designed to tap this factor were, in 
fact, intercorrelated—whether they seemed to be measuring something 
in common. The five items listed did show a modest, though statistically 
significant, set of intercorrelations (large enough, that is, so that one can 
be confident that the correlations were not simply due to chance). 

A second criterion was whether the responses differed among various 
groups in a meaningful way. Some information on this point w i l l be 
given later in Table 3. 

The third, and most important, test was to see whether the items re-
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lated to scientific performance. I f they did, this fact would not prove 
we had measured enthusiasm. But the lack of such evidence would at 
least show we had failed. The results are given in Table 1. For simplicity, 
the individual correlations are represented by symbols. 

How the Measures of Intensity Related to Performance 

The question on involvement was asked of all 1300 scientists, but the 
other four were asked of the 40% who filled out the long questionnaire. 
For consistency, only the latter are used in Table 1 (data on involvement 
for the total sample wil l be shown in Table 2). The performance scores 
used here have been adjusted, as described in Chapter 1, to rule out 
effects due to length of working experience, and to equalize means among 
university, government, and industrial settings. 

What did we find? The results were gratifying. Although the corre­
lations were mild, they were consistently positive across all five analysis 
groups. Particularly effective was the feeling of being involved in one's 
work; eight out of ten correlations with judged contribution and useful­
ness were large enough to be statistically significant. (When the same 
question was used later in a study of industrial employees, again it cor­
related in a consistently positive way with performance ratings, although 
satisfaction in the same study did not.) Here, then, was a promising 
candidate to measure "morale" in the sense of intense motivation or 
enthusiasm. 

The weakest candidate was the feeling of the work's importance. 
This was significantly related to some performance measure in only 
three of the five groups (all the other measures were significantly related 
in at least four groups); and only four of the correlations were significant 
(the others had at least six). To maintain enthusiasm, then, it was more 
necessary that the work be interesting or challenging, than be seen as 
"important." 

Toward a Motivation Index 

We had hoped that by combining several indicators of intense moti­
vation, we might arrive at a motivation index which would be more 
useful than any single item. In this, we were disappointed. One such 
measure was obtained by summing the individual's responses on the 
five items shown in Table 1. This over-all motivation index, shown at 
the bottom of Table 1, did correlate in a consistently positive way with 
performance, but not any more strongly than the single best item, in­
volvement. I t added nothing to what involvement already said. 

Puzzled, we branched out in several directions, searching for a better 
total index. However, none of the efforts was especially successful. 



TABLE 1 This table is based on correlations {product-moment r's) between 
various items intended to measure motivation intensity and four criteria of per-
formance. Tbe following symbols are used: + , — = r is ±.10 or larger; double 
symbols indicate r is statistically significant." The scorecard at the right sums the 
number of positive or negative symbols. Highly involved persons were consistently 
better performers in all five groups; the other four items also related positively but 
less strongly. A total motivation index worked about as well as the single item of 
involvement. 

A. B. C. D. E . Non-
Ph. D's, Ph.D's, Engi­ Ass't. Ph.D's, Score cart 
deve). res. neers scients. res. + "s - ' : 

Involvement (Q. 53) 

Contribution + + + + + + + + + 9 0 
Usefulness + + + + + + + + + 9 0 
Papers/patents 1 + + + 0 0 0 3 0 
Reports + + + + + + + 7 0 

Identification (Q. 11) 
28 0 

Contribution + + + + + 7 0 
Usefulness + 0 + + + + 7 0 
Papers/patents 0 0 + 0 0 1 0 
Reports + + + + 0 + + 6 0 

Interest (Q, 57) 21 0 

Contribution 0 + + + +- + + + 7 0 
Usefulness + + + 4- + + + 7 0 
Papers/patents 0 + + 0 0 - 2 1 
Reports + + + + 0 5 0 

Challenge (Q. 54) 21 1" 

Contribution + + + + + + 7 0 
Usefulness + + + + + + + 7 0 
Papers/ patents 0 + 0 0 + 2 0 
Reports + + + + 0 0 + 5 0 

Importance (Q. 52) 21 0 

Contribution + + + + 0 + 5 0 
Usefulness + 0 + + + + + e 0 
Papers/patents + + + _ 0 3 1 
Reports + + 0 + + + 5 0 

19 1 
Motivation index 
(see text) 

Contribution + + + + 4- + + -f- S 0 
Usefulness + + + + + + + + + 9 0 
Papers/patents + + + + 0 0 4 0 
Reports + + + + + + + 7 0 

28 ~0 
Number of persons 101 79 219 90 45 

* Probability is less than 1 in 20 that an r this large would occur by chance in a group of 
this size. In computing the correlations, data were weighted to compensate for sampling 
rates, but statistical significance was based on actual number of persons. 
fFor engineers, patents were used instead of papers. 
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Perhaps there are conditions under which motivation that is too strong 
wi l l inhibit rather than stimulate. If a scientist wants a solution too 
keenly, he may fixate on what has worked before, and overlook creative 
detours. Chapter 12 explores certain hunches along these lines. Mean­
while let's recognize that we had made at least a promising start in cap­
turing the elusive quality of dedication. 

Involvement in Nine Settings 

The reader may be curious to know how well our measure of involve­
ment was working for us. Table 2 shows results for the full 1300 cases 

TABLE 2 The following is based on responses from all 1300 scientists and engi­
neers. Part a shows percentages at the strong and weak ends of the involvement 
scale; the difference between them indicates mat university Ph.D's were most 
strongly involved, whereas non-Ph. D's generally were less so. (Boldface differences 
indicate the strongest responses, italic differences the weakest. I = industry, C = 
government, U = university.) 

Part b is based on correlations of involvement with the four performance 
measures, using the same symbols as in Table 1. A highly consistent pattern 
appeared; except for Ph.D's in government research labs, the more involved sci­
entists performed better by almost all standards. 

A. 
Ph.D's. 
devel. 

/ C 

B, 
Ph.D's, 

res. 
U C 

C . 
Engi­
neers 

/ G 

D. 
Ass't. 

sclents. 
/ G 

E . 
Non-

Ph.D's, Scorectrd 
res. + ' s ~'s 

a. Level of involve­
ment in each setting 

"Very strong, intense" 44% 37% 58% 42% 29% 26% 21% 27% 31% 

"Low to moderate" 
Strong minus weak 

b. Correlation of 
involvement with: 

Contribution 
Usefulness 
Papers/patents* 
Reports 

11 23 U _9 
33 14 47 33 

20 

+ + 
+ 
+ 

28 3 1 28 29 

-^2 ~7o - 1 ~2 

+ + + + + 0 + + + + + + + + + + 15 0 
+ 

+ + 
0 

0 
+ + 
-t- + 

+ + 
0 

+ + 

+ + 
+ + 
+ + 

+ + 
+ 
0 

+ + 
+ + 

0 

+ + 
+ 
0 

13 
12 
2 
47 

Number of persons 106 77 140 65 401 140 118 116 121 

" For engineers, patents were used instead of papers. 
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within the nine different settings in university, government, and industrial 
locations. 

An impressive pattern emerged in Part b of the table. In every group, 
with the exception of government Ph.D's in research labs, highly involved 
scientists were performing better by almost all standards. Part a also 
shows that involvement was most intense among university Ph.D's, and 
considerably milder among non-Ph.D's, with assistant scientists in industry 
slightly below everyone else. Except for the assistant scientist category, 
people in government seemed a little less involved than those in the 
university or industry. 

Not a single negative correlation (of —.10 or larger) appeared between 
involvement and performance. The scorecard showed a total of 47 posi­
tive symbols. The correlations themselves were not unusually large— 
mosdy in the .20's and .30's. But they were consistent and often big 
enough to be statistically significant. 

Some Speculations 

People who were thoroughly involved in their work—who did not put 
it aside at the end of an eight-hour day, but took it home and slept on 
it—were consistently able to turn out better performance. 

But do not jump to the conclusion that these involved people worked 
constantly. We also looked at a measure of the total length of working 
day; Chapter 4 reported our findings briefly. True, the scientists who only 
put in a routine eight-hour day were consistently lower performers, 
whereas those who worked nine or ten hours on the average were some­
what better. But the longest hours did not necessarily go with the highest 
performance. 

We also saw in Chapter 4 that the best performers did not put 100% 
of their time into technical work as such, nor did they concentrate ex­
clusively in research or exclusively in development. They maintained 
a mix in their technical activities. There was even a suggestion that a 
mild dose of administration could be stimulating (certainly i t did not 
keep the best performers from high achievement). 

So although the highly involved person works an hour or two longer 
each day, he does not let it obsess him around the clock. He takes time 
out for other things. He backs away from his work and lets the diverse 
ingredients brew, perhaps at a subconscious level. Now maybe it is pre­
cisely the involved man who can do this. His absorption is a catalyst, 
perhaps, that permits interaction among disparate intellectual elements. 
During his relaxed periods, they can work on each other to form new 
structures. 
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Correlation of Involvement with Inner Motivation 

The reader may wonder, as we did, to what extent involvement in 
the job is synonymous with being internally motivated. Were highly 
involved people the self-reliant ones who drew upon their own ideas 
and own previous work for stimulation, and rejected stimulation from 
a supervisor? Table 3 shows some pertinent data. 

An index of stimulation from one's own ideas (based on Questions 
13E, 13J, and 62L—see Chapter 6 for details) was indeed consistently 
correlated wi th the various dedication measures (mostly in the .20's and 
.30's—not large, but consistent). We are puzzled by the complete ab­
sence of correlation among Ph.D's in development. Apparently they 

T A B L E 3 The index of motivation from one's own ideas as described in Chapter 
6 (stimulation from one's own work and curiosity, and freedom to follow one's 
own ideas) was correlated with each intensity measure, and found to be related, 
except for Ph.D's in development. The independence index (own ideas index minus 
dependence on supervisor) correlated less well. A person could be challenged by 
his work without having to resist his supervisor. (Symbols are the same as in 
Table I.) 

A. 
Ph.D's. 
devel. 

B. 
Ph.D's. 

res. 

C. 
Engi­
neers 

D. 
Ass't. 

scients. 

E. 
Non-

Ph.D's. 
res, 

Scorecard 
+ 's - ' s 

Index of stimulation 
from own ideas as 
correlated with: 

Involvement 0 + 4- 4-4- + + + 7 0 
Identification 0 + + + 4- + 4- + 7 0 
Interest 0 + + + + 4- 4- 4- + 8 0 
Challenge 0 0 4-4- + 4- 4- 5 0 
Importance 0 4- + + + + + 6 0 
Motivation index 0 + + + 4- + + 6 0 

Independence index 
as correlated with: 

Involvement 0 + + 0 + + + + 6 0 
Identification + 4- + + + + + + 8 0 
Interest 0 + 4- 0 4- 4- 4- + 8 0 
Challenge — 0 0 + + 0 2 1 
Importance 0 + 0 + + 3 0 
Motivation index 0 + 4- 4- + + 5 0 

Number of persons 101 79 219 90 45 
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could be dedicated whether or not they drew upon their own ideas. 
But in most other groups, reliance upon one's own previous ideas was 
an important way of becoming absorbed in the work. 

Note that the question inquiring about "challenge" showed the weak­
est relationship. A job could be seen as challenging—and therefore as 
exciting and stimulating—even though it might not stem from the man's 
own ideas. This point (and the odd result for Ph.D's in development) sug­
gest that although dedication is more likely than not to be generated 
from within the person, it can also be generated from without. 

The last point is sharpened by data from a related index on "desire 
for independence." This was constructed by taking the own ideas index, 
and subtracting an index of dependence on supervisor (also detailed in 
Chapter 6). The correlations of the new index with the intensity measures 
dropped a little, and especially so for challenge. One doesn't have to 
resist one's supervisor in order to become absorbed in or challenged by 
one's work. Presumably a skillful supervisor can, in fact, do much to 
generate a sense of challenge through active intervention. 

SUMMARY AND IMPLICATIONS 

What is the research supervisor or manager to make of these results? 
We have seen that the feeling of intense involvement in one's work— 
call it dedication or commitment, perhaps—was consistently found among 
high performers in numerous settings. 

But how is the supervisor or manager to encourage a sense of involve­
ment, if indeed he can do anything about it? We can offer several clues 
and speculations, inviting the reader to search his own experience for 
others. One of the questionnaire items which proved to be consistently 
associated with high involvement was being able to influence other peo­
ple or groups who had substantial weight over the man's technical goals 
(see Chapter 2, which shows Question 31 and some data based upon it). 
Maybe involvement and influence are simply two expressions of the same 
subjective feeling. Maybe the man who (because of his own personality 
or background) is more absorbed in his work also feels he has more to 
say about the organization's decisions concerning him. Or perhaps i f he 
is a dedicated worker, he is given more leeway and voice. But we suspect 
the reverse can happen, and does happen. Scientists who are given a 
genuine share in the decision-making process—and by this we mean not 
simply left alone to pursue whatever they like, but brought into genuine 
policy decisions—thereby become more involved in, and committed to, 
the technical goals that are being decided. 

The supervisor can help in another important way, we think. Maybe 
it is true that a good scientist is his own best audience; perhaps he 
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doesn't need appreciation by other people to know when he is getting 
somewhere. But the results in Chapter 7 will suggest otherwise. As wil l 
be shown, the best scientists distinctly felt that the organization was, in 
fact, appreciating them by giving not only opportunities to follow their 
own interests, but also material rewards and association with key people. 
The outstanding scientist is excited about his own work, but it also helps 
if other people are excited too. The supervisor who can see meaning and 
significance in the work his subordinates are doing thereby helps to 
reinforce their own enthusiasm. 

Chapter 4 on diversity suggests other clues. Suppose a visitor comes 
to the lab to find out what is going on. The chore of talking to him is 
usually taken over by the supervisor; he doesn't want to intrude on the 
working time of his scientists. But why not spread this administrative dis­
traction around? Suppose each scientist, now and then, took time out to 
explain to a visitor what he personally was up to, what his section was 
up to, how i t fitted in with the total program of the organization, and, at 
the same time, he got ideas about the visitor's interests and problems. 
Might this not lend a new sense of perspective? Might not the scientist ask 
himself unasked questions, become curious about unsolved problems? 

"We suspect that a deliberate and mild amount of diversity in the work 
content can be one of several means to build a sense of personal involve­
ment. 



6 
MOTIVATIONS 1 

Among Various Motives Characterizing High 
Performers, an Outstanding Trait 
Was Self-reliance. 

What motivates scientists? And, in particular, what motivates 
the more effective ones? Do they strive toward scientific prestige, 
organizational status, financial returns, or just the fun of soloing 
problems and learning new things? 

These questions bear on our interest in a "stimulating research 
atmosphere." If we can find out what motivates high or low per­
formers, we may gain some clues on how to build and maintain 
a vigorous climate. 

Research directors are concerned with "incentives." Knowing 
what motivates high achievers, the director may be able to set up 
more effective systems of reward and recognition. 

The chapter starts with a finding from an earlier study that the strength 
of orientation toward one's discipline typified high performers, but not 
orientation toward an organizational career. In addition to such measures 
of the direction of motivation, the present study sought clues as to differ­
ent sources of ideas, and different styles of approach to the work. We 
again found that strength of science orientation modestly typified high 
performers. But some stronger motivational components also appeared, 
particularly reliance on one's own ideas as a source of stimulation, and 
an interest in breadth rather than specialization. Perhaps the earlier 
finding was due more to the need for self-direction than to the man's 
interest in scientific contribution as such. The chapter concludes with 
some practical suggestions for reward systems. 

How We Started 

In our earlier studies of the National Institutes of Health, Robert C. 
Davis located one cluster of job factors suggesting that the individual 
'The analysis of this chapter was mainly supported by grants from the National Science 
Foundation. 
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aspired to a career in his scientific field (that is, he rated as important 
the chance to contribute to science, to use his knowledge and skills, and 
to have freedom to carry out his own ideas). From this set, Davis formed 
an index of "science orientation." A second cluster of items suggested 
aspiration toward a career within his organization (the individual placed 
importance on advancing to a more responsible and important job, and on 
associating wi th top executives), which generated an index of "institu­
tional orientation." 2 

Davis found that among the NTH scientists, those who scored strong 
on science orientation (compared to those scoring moderate) were judged 
more effective by colleagues, whereas the strength of institutional orien­
tation (aspiration for organizational status) was unrelated to performance.3 

Yet when our Michigan staff compared notes with other investigators, 
such as Morris I . Stein (who had studied creativity of industrial chemists) 
and Herbert A. Shepard (creativity and productivity of industrial research 
teams), we found no confirmation. Their highly ranked chemists and teams 
appeared just as interested in monetary rewards and in promotion "up 
and out" of research as in research for its own sake. Clearly, further work 
was needed. 

Three Types of Motives 

A series of personal interviews with scientists, sandwiched between 
the N I H study and the current one, suggested three types of motives. 

We tried to formulate questionnaire items to tap these, using language 
which scientists had employed in their interviews. Shown in the boxes 
are three general questions, each with multiple sub-items. Those which 
later proved useful are given. Question 13 aimed particularly at the 
sources or origins of work problems. Question 19 contained all of the 
items that we later used to measure style of approach. Question 62 con­
tained many of the items used to measure direction (or orientation). 

sThese concepts stemmed from Robert Meiton's distinction between "cosmopolitan" and 
"local" orientations. A number of related typologies offered by Reissman, Blau, Wilenslcy, 
Gouldner, Caplow and McGee, and Lazarrfeld and Thielens are summarized by William 
Komhauser, Scientists in Industry: Conflict and Accommodation, University of California 
Press, Berkeley and Los Angeles, 1962, pp. 118-30. Citing these approaches, Barney G. 
Glaser has found evidence in data from a large government medical research organization 
that, "ln contrast to previous discussions in the literature treating cosmopolitan and local 
SJ two distinct groups of scientists, this paper demonstrates the notion of cosmopolitan and 
local as a dual orientation of highly motivated scientists." See "The Local-Cosmopolitan 
Scientist," American Journal of Sociology, 1963, vol. 89, pp. 249-59. 
3 R . C . Davis, "Commitment to Professional Values as Related to the Role Performance 
of Research Scientists," doctoral dissertation. University of Michigan, 1956. 
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Question 13. Listed below are several sources from which projects can 
originate. . . .Regardless of the actual origins of your projects, what sources 
(in general) offer you the most stimulus to perform well? 

[Ten sources were listed, and for each the respondent rated "amount 
of stimulus" on a five-point scale from "none" to "very strong." Some 
of the sources were:] 

A. My immediate supervisor 
B. Higher-up research supervisors 
E. My own previous work or plans 
F. The technical literature 
G. Problems arising in practical applications 
J. My own curiosity 

Question 19. Scientists and engineers may differ widely in their char­
acteristic approach to their work—both the kinds of problems that attract 
them, and the way they go about the task. How closely does each statement 
describe the approach you typically prefer to use? 

[Nineteen statements followed. Respondent rated "how closely statement 
describes me" on a seven-point scale from "not at all" to "completely." 
Selected items were:] 

B. I mainly prefer problems that will help to build my professional repu­
tation. 

C. I mainly prefer problems that will lead to advancement in organi­
zational status. 

D. I prefer areas where I can be fairly sure of some acceptable results, 
even though not spectacular. 

E. I prefer to map out broad features of important new areas, leaving 
detailed study to others. 

F. I prefer to probe deeply and thoroughly in selected areas, even though 
narrow. 

I . I'm effective as a- "right-hand man," carrying the ball for a more experi­
enced advisor. 

J. I prefer to develop my ideas "inside my head," before testing them 
against nature. 

L. I prefer to spend enough time to find general principles that apply 
to many situations. 

M. I prefer to find immediate solutions to specific problems. 
N. 1 find it fruitful to utilize abstract concepts several steps removed from 

direct observation. 
P. I like to bring about order and simplicity in chaotic or complex material. 
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Question 62. Listed below are different kinds of opportunities which a 
job might afford. If you were to seek a job, how much importance would you 
personally attach to each of these (disregarding whether or not your present 
job provides them)? 

[Thirteen factors were listed, which respondent rated on "importance I 
would attach" using a. five-point scale from "slight or none" to "ut­
most." For example:] 

A. To make full use of my present knowledge and skills 
B. To grow and learn new knowledge and skills 
C. To earn a good salary 
D. To advance in administrative authority and status 
H. To associate with top executives in the organization 
I . To build my professional reputation 
J. To work on difficult and challenging problems 
L. To have freedom to carry out my own ideas 
M. To contribute to broad technical knowledge in my field 

Direction of Motivation 

Our analysis started with the matter of direction or orientation of 
motives. Procedural decisions confronted us. How many directions should 
we try to measure? Should each questionnaire item be used separately, or 
could we profitably combine related items and construct an index for 
each cluster? 

Correlations among the items revealed several clusters, including two 
major ones of orientation toward science and status—a replication of 
the N I H result. 

Andrews did a factor analysis on all of the university scientists, and a 
separate analysis on one-third of the industrial scientists and engineers, 
using 43 motivational items. Government data were not then available.4 

Among the basic dimensions found in each group, six had much the same 
meaning for both the university and industrial scientists. One corresponded 
closely to the N I H index of science orientation; a second closely resem­
bled the index of institutional or status orientation. 
^Reported in F . M. Andrews, "An Exploration of Scientist's Motives," Analysis Memo #8, 
March 1961, available In Publication #1825 from the Survey Research Cent«r, University 
of Michigan. A factor analysis starts with a matrix of correlations between each pair of 
items, and then seeks a small number of underlying dimensions which can Account for 
these correlations. For the statistically sophisticated reader, we may note that blind 
rotations were completed independently for the two factor analyses using the Varimax 
method of rotation. Within each analysis, eight factors accounted for almost all the com­
mon variance; six of these had similar meaning for both groups. 
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George F. Farris made a separate analysis among long-form scientists, 
using items from Question 62 only. {Chapter 7 gives more detail about 
his work.) He also obtained the same two clusters within research and 
development departments separately. (The science cluster he labeled 
"desire for self-actualization.") 

Accordingly we constructed an index of science orientation and another 
of status orientation, using the items indicated in Table 1. Appendix G 
shows the intercorrelations among the items. 

Differences among Groups. How valid were the questionnaire responses? 
One test was to see whether they differed meaningfully among scientists 
in various settings. Table 1 shows some results. 

The index of science orientation was constructed to repeat as closely 
as possible the original N I H index. One of its components was desire to 
advance technical knowledge (Question 62M). Another component was 
desire for freedom (Question 62L), which appears later in Tables 3 and 
4. In addition, in view of the high intercorrelations of these items with a 
number of other items, a broader index of "professional orientation" was 
also tried. 

The separate cluster of status-oriented items is represented in the next 
index. The final entry is a separate item (Question 60—see box) in which 
the individual was asked to make a choice between science and status 
aspirations. Andrews found this item in the status factor among industrial, 
but not among university, scientists. 

Question 60. Do you think about your career more as: (A) a series of 
opportunities to engage in activities you like to do, or (B) a progression up 
one or more organizational ladders to a position in which you aspire to be? 

[Respondent chose among five alternatives from "almost entirely as (A)" 
to "almost entirely as (B)." For correlational analysis, the (B) or ladder 
preference was scored "high," 

The construction of Table 1 is illustrated with the first entry. The 
index was arbitrarily divided into strong, moderate, and weak; the table 
shows the percentage of scientists falling in each. For an over-all indi­
cation of the atmosphere in each setting, we have subtracted the "weak" 
percentage from the "strong." Ph.D's in university research labs (as we 
might expect) overwhelmingly endorsed a science orientation; at the other 
extreme, engineers and assistant scientists in industrial laboratories were 
markedly nonoriented toward science. 

For simplicity, the remaining entries show only the "strong" and 
"weak" ends of each measure and the percentage difference between 
them. (Because these categories were arbitrary, do not try to compare 
two scales.) 



TABLE 1 Direction of motivations in nine settings. Among Ph.D's in university 
labs, the percentage with strong science orientation far exceeded that with weak, 
but among assistant scientists in industrial laboratories, the reverse was true 
(Part a). For simplicity, Parts b, c, and d show only the strong and weak ends of 
each scale, and the difference. Ph.D's in research were strongly motivated toward 
scientific and professional goals; assistant scientists in industry were noticeably 
weak on these goals; engineers in industrial labs were stwngly status-oriented. 

(1, G, and U refer to Industry, Government, and University. Differences in 
boldface indicate the settings in which a given factor was strongest; differences 
in italics show where the factor was weakest.) 

A. B. C. D. E . 
Ph.D'j, Ph.D's. Engi- Ass't. Non-
devel. res. neers scients. Ph.D's. 

I G U G I G I G res. 
a. Science orientation* 

(Q. 82A + L 4- M) 

Strong 
M oderate 
Weak 
No answer 

Strong minus weak 

b. Professional orientation 
(Q. 62A + B + I 

4- J 4- L 4- M) 

Strong 

Weak 

Difference 

c. Status orientation 
(Q. 19B + C 

4- 62C 4- D 4- H) 

Strong 

Weak 

Difference 

ri Career as ladder versus 
activities liked (Q. 80) 

Mainly ladder, or both 

Entirely activities 

Difference 

Number of individuals 

28% 36% 51% 34% 12% 16% 10% 21% 20% 
35 27 38 46 29 30 27 38 40 
34 37 10 17 58 53 63 41 40 

3 - 1 3 1 1 - - -
100% 100% 100% 100% 100% 100% 100% 100% 100% 

- 6 - 1 41 17 - 4 6 --37 - 5 3 - 2 0 - 2 0 

31 35 45 43 23 24 15 26 30 

25 26 11 12 37 33 50 30 30 

6 9 34 31 - 1 4 - 9 -35 - 4 0 

23 26 11 20 40 20 21 32 25 

23 25 48 35 15 25 31 23 27 

0 1 -35 - 1 5 25 - 5 - 1 0 9 - 2 

26 26 15 20 61 33 31 43 30 

36 34 43 31 10 34 32 28 31 

- 1 0 - 8 - 2 8 - 1 1 S I - 1 - 1 15 - 1 

106 77 140 65 401 140 118 116 121 

* The strong and weak ends of each scale are arbitrary; in Part a, for example, the weak 
end includes the bottom two steps of a four-point index, whereas in Part c, the weak end 
includes only the bottom step. Do not try to compare two scales, but do compare different 
groups on the same scale. 
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Ph.D's in research (especially in the university) said they were strongly 
interested in advancing science, compared with other groups; and they 
were somewhat higher on the over-all index of professional orientation. 

University Ph.D's were conspicuously disinterested in higher status 
(according to their reports). In contrast, engineers in industrial laboratories 
were strongly interested. Faced with a choice (Question 60), they clearly 
saw their career as climbing a status ladder rather than engaging in"activ-
ities they liked." 

These patterns made sense. Scientists in the various groups seemed to 
answer the questions in an honest and meaningful manner, not capri­
ciously. 

Relationship to Performance. How, then, did the direction-of-motivation 
measures relate to performance? A series of correlation coefficients (r's) 
was obtained, between each measure of motivation and each criterion of 
performance, within the nine settings. A large matrix of r's is confusing 
to the eye, so to clarify trends, the simplification in Table 2 is presented. 

What did we observe? The index of science orientation, and the more 
inclusive version called professional orientation, were mildly but con­
sistently positive in their relationship to various performance measures. 
(The single item of desire to "advance technical knowledge"—not shown 
here—was also mildly positive in its effects.) In general, strength of these 
measures affected output of reports more strongly than they affected sci­
entific contribution or usefulness. Professional orientation, oddly, was 
least strongly related to papers (or patents for engineers). 

Interest in status, on the other hand, was hardly related to perform­
ance, except perhaps to the writing of reports. The latter measure thus 
seemed responsive to several kinds of motives, and may reflect a general 
energy factor. 

Note what happened in the final item where the individual had to 
choose between "activities liked" (science) and "organizational ladder" 
(status). Status-choosers lost out mildly in performance. Status orientation 
as such did not hinder, unless the ladder climber had to sacrifice research 
interest to do so. 

Next, look at the data vertically, by group. Among Ph.D's in develop­
ment labs and engineers, those in government seemed a little more respon­
sive to science or professional motives than did those in industry. (Since 
the two measures overlapped, these were not independent findings.) 

Note too that assistant scientists in both industry and government 
benefited the most—from both kinds of motives. We know that these 
groups are generally given little opportunity to create. Perhaps some 
individuals with intense motivation were able to overcome the obstacles 
with massive output of reports and papers. 

The reader might want to know, in passing, of some other motivational 
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directions that did not make much difference. One was an index of "inter­
est in self-development," including desire to use abilities (Question 62A) 
and to learn new skills (Question 62B). Scientists in various settings 
claimed a similar interest in this goal, but it was only mildly correlated 
with performance. Interest in advancing "the nation's well-being" (Ques­
tion 62K) was a little stronger in government non-Ph.D's than other 
groups, but largely unrelated to performance either there or elsewhere. 

Source of Motivation 

In terms of sources of motivation, we wanted to distinguish at least 
between "internal" and "external" sources, and if possible to distinguish 
among several external sources. Correlations among three items (see 
Appendix G) justified construction of an index of "own ideas as source," 
based on: own previous work as stimulus (Question 13E), own curiosity 
as stimulus (Question 13J), and desire for freedom to carry out own ideas 
(Question 62L). This index, and two of the component items, are shown 
in the following tables. 

Another cluster included three items in which the supervisor was 
seen as the important source of motivation: stimulus received from imme­
diate supervisor (Question 13A), as well as higher technical supervisors 
(Question 13B), and respondent views himself as an effective "right-hand 
man" for an experienced advisor (Question 191). 

I t turned out that the indices of own ideas and of supervisor as sources 
were negatively correlated. Therefore an over-all index of "need for 
independence" was constructed by subtracting the two, that is, reversing 
the sign of the supervisor index and adding it to the own ideas index. A 
person scored high on need for independence i f he insisted on self-direc­
tion and denied receiving ideas from a chief or advisor. 

In Andrews' factor analysis, both imiversity and industrial matrices 
yielded another factor which might be called "caution" (Andrews sug­
gested "motive to avoid risks"). I t included Question 19D (prefers to be 
fairly sure of acceptable results, even though not spectacular), which is 
shown separately in Table 3. 

Differences among Groups. According to Table 3, Ph.DTs in research 
labs (especially in the university) drew heavily on their own ideas and 
wanted freedom to carry them out; all the Ph.D's (especially in university 
research) denied dependence on a supervisor. Engineers did not insist on 
freedom for their own ideas. Assistant scientists were cautious and clearly 
dependent on their supervisors for stimulation. These differences are 
meaningful, and lend confidence in the validity of the answers. 

Relationships to Performance. Table 4 goes on to show, by means of 
correlation coefficients, how well scientists performed when they relied 
on these various sources. 



& TABLE 2 The following is based on correlations (r's) between the direction-of-motivation measures listed in Table 1, and four 
criteria of performance (adjusted for length of experience). I, G, and U mean Industry, Government, and University, respectively. 

+ = r is mildly positive ( + .10 or more) 
+ + = r is positive and statistically significant* 

— — r is mildly negative ( — .10 or less) 
= r is negative and significant" 

For a general picture, the scorecard at the right sums the number of positive or negative symbols. Scientific and professional orienta­
tions showed mildly positive relationships, especially to unpublished reports; status orientations were mostly unrelated to performance, 
or mildly negative. 

A. B. c. D. E. 
Ph.D's, Ph.D' s, Engi­ Ass't. Non-
devel. res. neers scients. Ph.D's, Scorecard 
/ G U G / G i G res. + 's —'s Net 

Science orien­
tation 
Contribution 0 + + + 0 0 0 0 0 3 0 + 3 
Usefulness 0 + 0 + 0 + 0 + + 0 5 0 + 5 
Papers/patents! + 0 0 + 0 + + + _ 0 5 1 + 4 
Reports 0 + + o + + 0 + + + + + 9 0 + 9 

22 1 +21 
Professional orientation 
Contribution 0 + + + + 0 + 0 0 0 5 0 + 5 
Usefulness 0 0 + + 0 + 0 + + 0 5 0 + 5 
Papers/patents 0 0 0 0 0 0 + 0 0 1 0 + 1 
Reports 0 + 0 + 0 + + + + + + + + 10 0 + 10 

21 0 +21 



c. Status orientation 
Contribution — 0 + 0 0 0 0 0 0 1 1 0 
Usefulness 0 0 + 0 0 0 0 0 0 1 0 + 1 
Papers/patents 0 — 0 0 0 + + + + 0 4 1 +3 
Reports 0 0 + - 0 + + + + + 6 1 +5 

12 3 +9 
Career as ladder versus 
activities liked 
Contribution 0 + 0 0 0 1 5 - 4 
Usefulness 4- 0 0 0 0 0 1 5 - 4 
Papers/patents 0 0 0 + 0 0 0 0 — 1 1 0 
Reports 0 0 0 0 0 0 + _+_ + 3 0 +3 

6 11 - 5 

f+'s 
Column totals { , 

2 7 7 9 0 9 11 11 5 
\-s - 1 - 1 - 3 - 1 - 4 0 0 - 3 - 2 

imber of individuals 106 77 140 65 401 140 118 116 121 

*By "statistically significant" is meant that correlations of this size would not arise by chance more than five times in 100, if the true r were zero, 
t For engineers (group C), patents were used instead of papers. 



TABLE 3 This shows how nine settings compared on internal or external sources of ideas, using the same system as Table 1. 
Ph.D's (especially in the university) emphasized inner sources, whereas assistant scientists were cautious and dependent on their 
chief for stimulation. (Boldface: factor was strong; italics: weak.) 

a. Own ideas as source 
(index; Q. 13E + J + 62L) 
Strong 

A. 
Ph.D's, 
devel. 
/ G 

18% 27% 

B. 
Ph.D's, 

res. 
U G 

C. 
Engi­
neers 

/ G 

D. 
Ass't. 

scients. 
/ G 

46% 35% 15% 19% 8% 22% 

E. 
Non-

Ph.D's, 
res. 

26% 

Weak 
Difference 

b. Own previous work as 
stimulus (Q. 13E) 
"Very strong" 

18 20 

20 36 

8 
38 

41 

17 
18 

38 

26 

21 

27 
- 1 1 - 1 

23 

42 26 
• 34 - 4 

14 26 

20 
6 

28 

"None to moderate" 
Difference 

c. Freedom to carry out 
own ideas (Q. 62L) 
"Utmost importance" 

"Slight to considerable" 
Difference 

27 20 
— 7 16 

32 27 

24 33 

18 18 
23 20 

64 42 

32 29 

8 - 6 
18 

57 24 

- 1 1 - 6 

19 19 

40 41 
-21 -22 

46 29 
-32 - 3 

27 22 

35 38 
- 8 -16 

29 
- 1 

22 

27 
- 5 



Supervisor as source 
(index; Q. 13A + B + 191) 
Strong 

Weak 
Difference 
Need for independence 
(index a minus d) 
Strong 

Weak 
Difference 

Caution: want accept­
able results (Q. 19D) 
Strong 

Weak 
Difference 

4 10 28 34 52 48 20 

69 48 21 18 9 11 26 
65 - 38 7 16 43 37 - 6 

64 43 11 9 6 8 15 

6 12 _21_ _22_ 46 33 14 
58 31 -10 -13 - 4 0 -25 1 

20 32 29 32 42 46 35 

53 34 41 39 28 22 32 
33 _ 2 -12 - 7 14 24 3 



TABLE 4 The following correlations between the inner and outer sources of motivation listed in Table 3 and four criteria of 
performance. As in Table 2, " + " and "— " mean positive or negative r's of .10 or larger, and the double symbols refer to statistically 
significant r's. 

Scientists who relied on their own ideas were effective, whereas those who relied on a supervisor were not The stronger the need 
for independence and self-reliance, the higher was performance on several criteria. 

A. B. c. D. E. 
Ph.D's. Ph.D's, Engi­ Ass't. Non-
devel. res. neers scients. Ph.D's, Scorecard 

I C U G G / G res. 4-'s —'s Net 
Own ideas index 
Contribution + + + + + + 0 4- + 0 + + 10 0 4-10 
Usefulness 0 + 0 + 0 4- + 4- 4- + 4- 8 0 4- 8 
Papers/patents * + 0 + + 4-4- + 4- + 0 0 0 8 0 + 8 
Reports 0 + + + + 0 + + + + + + 10 

36 
0 
0 

+ 10 
+36 

Own previous work 
Contribution 0 4- + 0 0 + + 4- + 4- 7 0 4- 7 
Usefulness 0 0 0 0 0 + + + + 0 + 5 0 + 5 
Papers/patents 0 0 + + 4-4- 0 0 + 0 5 0 + 5 
Reports 0 0 0 + + 0 + + + 4-4- 0 7 

24 
0 
0 

+ 7 
+ 24 

Freedom for own 
ideas 
Contribution + + + + 4- + + 0 + + 0 0 4- 10 0 + 10 
Usefulness 0 4- + + + 0 4- + 0 4- 0 7 0 + 7 
Papers/patents 0 4-4- 0 +- + 4-4- 4-4- + 0 0 9 0 4- 9 
Reports 0 + 0 + + 0 4- 0 4- + 0 6 

32 
0 
0 

+ 6 
+ 32 



d. Supervisor index 
Contribution 0 0 0 0 0 0 7 - 7 
Usefulness — 0 — — 0 0 0 — 0 6 - 6 
Papers/patents 0 - - - - - 0 - 0 0 6 - 6 
Reports 0 0 0 0 0 0 0 0 0 2 - 2 

0 21 - 2 1 

Need for indepen­
dence (own ideas 
index minus 
supervisor) 
Contribution 4-4- 4- 4-4- 4- 0 4-4- 4- + 4-4- 12 0 4-12 
Usefulness 4- 0 + 4-4- 0 4- + 4-4- 4-4- 10 0 4-10 
Papers/patents 0 0 4-4- + + 4-4- 4-4- 0 0 0 8 0 + 8 
Reports 0 + 0 4- 0 0 4-4- 4- + 4- 7 0 4- 7 

37 0 4-37 

Caution: want ac­
ceptable results 
Contribution _ — 0 _ 0 0 — 0 8 - 8 
Usefulness — 0 0 0 + 0 0 1 5 - 4 
Papers/patents 0 0 — - 0 0 4- 4- 0 2 2 0 
Reports 0 0 - - — 0 0 - 0 0 4 — 4 

3 19 -16 

Column totals J"^,S 

1-s 
6 13 15 23 8 23 15 18 11 

Column totals J"^,S 

1-s - 7 - 3 - 8 - 6 - 2 - 4 0 - 5 - 5 

* For engineers, patents were used instead of papers. 
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The index of own ideas as source showed a strong and consistent 
positive trend: more effective scientists, on all four measures and in most 
of the settings, had strong inner sources of motivation. The component 
item of desire for freedom to follow own ideas showed especially strong 
trends for most Ph.D's. Another component, stimulation from own previ­
ous work, was also definitely positive in its effects. According to the 
scorecard tally, inner source of motivation was more essential to high 
performance than was science orientation (Table 2). 

On the next index, scientists who considered a supervisor or advisor as 
a useful source of stimulation were rather consistently less productive. 
And when we combined the indices of inner source and supervisor as 
source (reversing direction of the latter) into an over-all index of need 
for independence, the same trends were emphasized. Independent and 
self-reliant scientists and engineers were substantially more effective; 
dependent individuals were below average. 

Also, those who wanted to be safe and sure, to achieve results which 
would be "acceptable even though not spectacular," were generally less 
effective, particularly in scientific contribution. Oddly, though, caution did 
not interfere with publishing or patenting. 

Other Sources. In addition to the measures shown previously, we 
attempted to measure several other kinds of external sources. One index 
we called "isolation as a source," based on "I 'm rather a lone wolf; prefer 
to work by myself' (Question 19G), and "I 'm [not] a strong team man; 
work best in collaboration with colleagues" (Question 19H, scale re­
versed). But it failed to correlate with performance. The person who 
simply withdrew was neither a high nor a low performer. "Inner moti­
vation" does not mean isolation from people, but an independence of 
thought—confidence in one's own judgment. 

A contrasting index was a desire to have "competent colleagues" as a 
source of motivation. I t was based on importance attached to working 
with colleagues of high technical competence (Question 62E), having 
congenial co-workers as colleagues (Question 62F), and working under 
chiefs of high technical competence (Question 62G). This also made little 
difference to performance. 

Another index was "client or practical problems as source," based on: 
problems arising in practical applications seen as a stimulus (Question 
13G), and client or sponsor seen as stimulus (Question 131). A final cluster 
was "technical literature as source," based on: stimulation from colleagues 
elsewhere (Question 13D), technical literature (Question 13F), and a 
prominent authority or teacher (Question 13H). Neither correlated con­
sistently wi th performance. 

Conclusion. Thus it appeared that effective scientists and engineers 
might report stimulation from a variety of sources—from practical prob-



TABLE 5 This contrasts scientists in various settings on "style of approach," using the same system as Table 1. Ph.D's in research 
labs (especially in the university) were abstract in their approach, and disinterested in solving immediate problems; assistant sci­
entists in industrial labs showed the opposite pattern. Engineers in industry emphasized breadth of approach; assistant scientists 
in government stressed depth. 

A. B. C . D. E. 
Ph.D's, Ph.D's, Engi- Ass't. Non-
devel. res. neers scients. Ph.D's, 

1 C U C I C I C res. 
a. Broad versus deep 

(Cj. 19E - F) 
Mainly broad 40% 39% 33% 26% 51% 39% 23% 16% 32% 

Mainly deep _30_ 40 39 51 20 32 39 54 43 
Difference 10 - 1 - 6 - 25 31 7 -16 -38 - 1 1 

b. Abstract 
(Q. 19] + L + N + P) 

Strong 18 31 41 38 20 31 12 21 27 

Weak 3 0 2 2 2 0 2 2 2 3 2 6 32 26 19 Difference -12 9 21 16 - 3 5 - 2 0 - 5 8 
c. Solve immediate 

problems (Q. 19M) 

Strong 45 48 20 26 47 39 55 44 39 

Weak 16 14 40 25 12 19 9 18 18 Difference 29 34 -20 1 35 20 46 26 20 



TABLE 6 This depicts correlations between several measures of "style of approach'' and four criteria of performance. The same 
symbols are used as in Tables 2 and 4. 

Scientists who maintained a broad perspective were more effective than those who wanted to probe deeply, especially on over-all 
usefulness. Interest in solving immediate problems was both a help and a hindrance. 

A. B. C. D. E. 
Ph.D's Ph.D's, Engi- Ass't. Non-
devel. res. •eers scients. Ph.D's, Scorecard 

I G U G / c J G res. + 's -'s Net 

Broad versus 
deep index 
Contribution 0 0 4- 4- 0 4- 0 4- 0 4 0 + 4 
Usefulness + + 0 4-4- 4- 4- 4-4- 4- 4-4- 4-4- 13 0 +13 
Papers/patents* - 0 + + 4- 0 0 0 0 0 3 1 4- 2 
Reports 0 + + + + 4-4- 4- 0 0 4- 8 

28 
0 + 8 
1 +27 

Broad (Q. 19E) 
Contribution — 4- 4- 4-4- 0 4- 4- 0 0 0 6 1 4-5 
Usefulness 0 4- 0 4-4- 0 4-4- 4- 0 4-4- 8 0 +8 
Papers/patents 0 + 4-4- 0 0 4- 4- 0 0 5 0 +5 
Reports 0 0 4-4- 4- 0 4- 4- 4- 4-4- 8 

27 
0 +8 
1 +26 



c. Deep (Q. 19F) 

d. 

Contribution 0 0 0 — 0 + 0 0 0 1 1 0 
Usefulness _ _ 0 0 — 0 0 0 0 5 - 5 
Papers/patents + 0 - 0 0 0 0 0 1 3 - 2 
Reports + 0 - - 0 0 0 0 — 1 4 - 3 

3 13 -10 

Abstract index 
Contribution 0 + + 0 0 + 0 0 + 5 0 + 5 
Usefulness 0 + 0 + 0 0 0 0 0 2 0 + 2 
Papers/patents 0 0 0 0 0 0 0 - 0 0 1 - 1 
Reports 0 + + + 0 0 + + 0 5 0 + 5 

12 1 + 11 

Immediate 
problems 
Contribution — + — — 0 0 + - — 2 6 - 4 
Usefulness 0 0 — 0 0 0 + + 0 0 2 1 + 1 
Papers/patents 0 + — 0 0 0 0 0 0 1 2 - 1 
Reports 0 + + - - 0 + 0 — 0 3 4 - 1 

8 13 - 5 

_ , , + S 3 13 11 13 4 13 8 5 8 
Column totals 

— s 
- 4 - 1 - 8 - 5 - 1 0 0 - 4 - 6 

For engineers, patents were used instead of papers. 
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lems or from the technical literature, from professional colleagues or from 
isolated study. The critical element was not the specific source, but an 
underlying factor of intellectual self-reliance—confidence in one's own 
ideas. 

Style of Approach to the Work 

We examined several measures of the style with which individuals 
approached their work. Table 5 shows how a few of these differed among 
the nine settings. 

An index of broad versus deep perspective was based on the items 
" I prefer to map out broad features of important new areas" (Question 
19E), and " I prefer to probe deeply and thoroughly in selected areas, 
even though narrow" (Question 19F, sign reversed). An index of interest 
in abstract approach was based on Questions 19J, L, N, P. In Andrews' 
factor analysis, a "motive to use abstract concepts," had emerged as a 
separate dimension in both university and industrial populations. 

Engineers in industry especially claimed an interest in breadth rather 
than depth, whereas assistant scientists in government did just the oppo­
site. 

Ph.D's (especially those in university departments) indicated a pref­
erence for abstract concepts, and a distaste for finding "immediate solu­
tions to specific problems" (Question 19M). Assistant scientists in indus­
trial laboratories showed the opposite pattern—strong preference for 
solving immediate problems, and a disinterest in abstract approaches. 

Style as Related to Performance. Table 6 shows how various measures 
of style correlated with four criteria of performance. 

Among most of the groups shown in Table 6, interest in a broad, rather 
than deep, approach was a distinct advantage, especially in terms of 
over-all usefulness. People who were most indispensable to the organi­
zation had a wide grasp of major new developments, and did not be­
come sidetracked in narrow specialties. 

Interest in abstract concepts, however, was only slightly (though posi­
tively) related to contributions and reports, mainly among Ph.D's in 
government. Interest in immediate solutions of specific problems showed 
an interesting pattern, sometimes definitely helping, sometimes hindering. 

In general, scientists in government development labs (both Ph.D's and 
engineers) were more strongly affected by these motivations than those 
in industry, 

SUMMARY AND IMPLICATIONS 
What have we learned from this sizable collection of data? 
Briefly, this: We started vigorously along one promising path—the 

contrast in direction between a career in science or in the institution— 
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and found it moderately instructive. In terms of actual performance, the 
first of these was mildly helpful to performance, but the second was 
unrelated. 

In the process of search, however, we came upon two other avenues 
of considerable importance. When we turned our attention to the source 
of motivation, we clearly found that those who relied on inner sources 
(their own ideas) were highly effective, whereas those who relied on 
supervisors for stimulation were below par. These results bear close com­
parison wi th our discussion in Chapter 2 on the effects of decision-making 
by the chief alone. 

This finding, perhaps, casts light on the earlier N I H result. The measure 
of "science orientation" used there had three components: desire to use 
one's skills, interest in scientific contribution, and need for freedom to 
follow one's own ideas. The first component did not work in the present 
study. The second worked only mildly. Perhaps, then, the last component 
of self-reliance was the essential core that had generated the earlier result. 

Finally when we examined the style of approach to the work, an 
interest in "broad mapping of new areas" was clearly an aid, whereas 
desire to "probe deeply in a narrow area" tended to handicap. These 
results are relevant to our discussion in Chapter 4 on the importance of 
diversity. 

Practical Implications 

What is the research director to conclude from all this? What has 
he learned that might guide him in budding a more vital atmosphere? 

We feel the results have significant implications for incentive plans and 
systems of recognition. 

The findings point to the vital importance of self-reliance and inde­
pendence. Yet systems of organizational rewards, as they typically oper­
ate, create dependence. Consider the usual performance review. A single 
supervisor rates the scientist and recommends promotions, and on this 
evaluation hangs the scientist's future. (Upper echelons also enter the 
evaluation, but as a rule they rely heavily on the judgment of the imme­
diate supervisor.) The immediate chief also assigns and coordinates tasks. 

This is all in keeping with orthodox management theory. "Lines of 
authority and responsibihty must be clear! Never bypass the supervisor!" 
Yet i f you deliberately wanted to stamp out independent thought in the 
subordinate, could you design a better system? 

"But," the research director may ask, "what else can the organization 
do? Someone needs to coordinate and to evaluate. Isn't that what super­
visors are for?" 

We suspect there are many alternatives, if management really wants 
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to be creative in discovering them. How do you build the individual's 
pride in his own work? How do you encourage him to map his own plans 
rather than lean on the hierarchy? 

• Make sure he has a chance two or three times a year to tell a gather­
ing of colleagues what he is up to, where he has come from, and 
where he plans to go. Let him meet face-to-face wi th higher execu­
tives or research users who can point out the mountains that need 
to be climbed—and then turn him loose to climb. In meetings to 
review progress on designs, let the engineer who did the work explain 
it, not the section head. 

• I f he has no recent report or paper or patent in which he can take 
pride of authorship, prod him to produce one every so often that 
bears his own name (with not more than one or two co-authors). 
Then see that the contribution is featured in the company newsletter 
or, even better, in newspapers and trade journals. 

• I f output takes the form of designs rather than of papers or reports, 
let these be signed by the actual designers. I f necessary, identify the 
subparts to which each individual has contributed. 

* Where letters or memos are handled by a specific individual, let him 
sign them personally (the boss can co-sign i f necessary). 

•Base monetary and status rewards not just on supervisory judgment, 
but give major weight to evaluations by colleague panels of actual 
work accomplished. Let the individual demonstrate his claim to their 
respect by reports, papers, or designs he has authored, or by his 
presentations at colleague seminars. 

We were dismayed at the number of nonproducers of various scien­
tific outputs in certain groups. Two out of five assistant scientists, and 
the same proportion of non-Ph.D's in research labs, had published not a 
single paper in five years; among engineers, the figure was four out of 
five. Half the engineers had not a single patent to their credit in the past 
five years. One out of five industrial engineers and non-Ph.D's in research, 
and two out of five assistant scientists (government plus industry), had 
not even produced a single report in the past five years for which they 
claimed co-authorship. 

Is it unreasonable for a scientist to deprecate his own ideas when there 
is no tangible example of them to which he can point with fatherly pride? 

The reader should not infer that we consider monetary rewards un­
important. Pay and title must jibe with achievement, or the man wi l l 
feel unappreciated* may quit. In fact, we examined some data two years 
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later in one government organization, to compare a few men who had 
left with those who stayed. They turned out to be similar in many re­
spects, including colleague evaluation. (One of the fears was that better 
people were leaving; our data said not.) But there was an interesting 
difference (though the number of instances was too small to say for sure). 
Those who had left seemed to have a larger discrepancy between their 
organizational status (and pay) and their evaluated level than did those 
who stayed. I n short, the leavers were under-recognized by the organi­
zation, relative to achievement in the eyes of colleagues. 

Pay and status must be commensurate with achievement, and the 
research manager is justified in giving careful attention to reward systems. 
(Further evidence on this point wi l l appear in the next chapter.) But at 
the same time, it is dangerous to rely on creating motivation toward 
status as the major incentive. Only among assistant scientists, those at the 
bottom of the prestige ladder, did strong striving for status benefit per­
formance. 



7 
SATISFACTION 1 

Effective Scientists Reported Good Opportunities for 
Professional Growth and Higher Status, but Were 
Not Necessarily More Satisfied. 

Typical morale surveys ask whether salary is "adequate," whether 
supervision is "effective," whether promotional opportunities are 
"satisfactory." In our study we avoided this format, and focused 
rather on motivation. A strongly motivated individual is not neces­
sarily satisfied; a stimulating environment may not score as ade­
quate in the eyes of an impatient investigator. 

Nevertheless, administrators are necessarily concerned with prob­
lems of satisfaction or dissatisfaction, since squeaking wheels do 
require grease. 

What can be said, then, about the level of satisfaction of scien­
tists in our study, regarding various aspects of their jobs? 

And what was the connection, if any, between satisfaction and 
performance? Were the more effective scientists happy? Unhappy? 
Neither? 

The chapter opens with the concept of satisfaction, defined as the 
extent to which job factors desired by the individual are actually pro­
vided, and discusses a related concept of congruence between an indi­
vidual's personal interests and those of the organization. Scientists whose 
personal interests were in perfect congruence (or agreement) with those 
perceived for the organization wrote many reports, but work of better 
scientific value and usefulness was done by scientists who disagreed 
moderately with the organization. 

The chapter then takes up satisfaction regarding "self-actualization" 
and status advancement (each scored as the difference between the amount 
desired and the amount provided). These satisfaction scores showed mod­
erately positive relationships to performance, but the simple ratings on 
provision of these factors related even better. A total provision score 

'This analysis was supported largely by grants from the National Science Foundation. 
Preliminary analyses on which it draws were supported by a grant from a pharmaceutical 
company. 
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across all job factors correlated well with contribution and usefulness, 
and better than total satisfaction. 

Closing on a practical note, the chapter points out the paradox that 
a research manager cannot rely on scientists' desire for status as an incen­
tive for achievement, but that when achievement occurs it should be 
rewarded commensurately (both by extrinsic recognition such as pay, and 
by intrinsic rewards such as challenging assignments). 

Satisfaction Has Two Components 

Industrial morale surveys over many years have asked employees to 
rate the degree of "adequacy" or of "satisfaction" regarding various 
features of the working situation. Answers to such questions have not 
shown consistent relationships to productivity. In one early Survey Re­
search Center study in an insurance office, for example, members of 
high-producing sections were somewhat more satisfied with regard to 
their supervision, but less satisfied concerning promotional opportunities. 
One enthusiastic headline writer was moved to exclaim: "Best workers 
gripe the most!" Actually the finding made good sense i f you think of 
more productive employees as motivated by ambition, and resentful of 
obstacles in the way of promotion. 

Satisfaction is a relative matter. I f neighbor Jones buys a color TV 
set, our own black-and-white becomes inadequate. Around the world the 
"revolution of rising expectations" means that although conditions are no 
worse than before, aspirations have increased; the result is explosive 
frustration. 

I t has been obvious to numerous investigators that satisfaction should 
be broken into two components. On the one hand, there is the strength 
of desire for some factor. (The terms "aspiration" and "expectation" have 
also been used; these are not quite equivalent, but they have the same 
effect.) On the other hand, there is the degree to which the desired factor 
is actually present. The agreement or discrepancy between the two 
generates the feeling of satisfaction or of deprivation, of success or of 
failure. 2 

In the present study we did not ask directly about satisfaction. But 
we did ask questions trying to measure the two components: the strength 
of desire for (or importance of) various factors in the job, and the extent 
to which each of these was being provided. From the discrepancy between 
the two responses, a satisfaction score could be obtained. 

2 Martin Patchen has explored how these phenomena govern workers' satisfaction toward 
their wages in The Choice of Wage Comparisons, Prentice-Hall, Englewood Cliffs, New 
Jersey, 1961. Also, "A Conceptual Framework and Some Empirical Data Regarding Com­
parisons of Social Rewards," Sociometry, 1961, vol. 24, pp. 136-56. 
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Congruence between Interests of the Individual 
and the Organization 

Satisfaction depends on agreement between what is desired by the 
individual and what the situation provides. A closely related concept 
deals with harmony or conflict between what is desired by the individual 
and what the organization wants of him. Does the individual want auton­
omy while the organization requires coordination? Lack of fit between 
these two can generate feelings of frustration akin to the feeling of dis­
satisfaction. 

Notions of congruence are central in the writings of Chris Argyris 
about individuals in organizations.3 These ideas stimulated George F. 
Farris to spend several months analyzing our data,4 guided by statements 
such as the following: "Proposition I . There is a lack of congruence be­
tween the needs of healthy individuals and the demands of the formal 
organization." I f one thinks of mature individuals as desiring "relative 
independence, activeness, [and] use of important abilities," said Argyris, 
then a disturbance arises since these "needs . . . of healthy individuals are 
not congruent with the requirements of formal organizations, which tend 
to require the agents to work in situations where they are dependent, 
passive, and use few and unimportant abilities." 5 Because of such non-
congruence, Argyris posited that, " i f the agents are predisposed to a 
healthy, more mature self-actualization," they wil l experience "frustra­
tion . . . failure . . . and short time perspective." 

Measuring Congruence 

First let us consider congruence between the desires of the individual 
and the requirements of the organization. 

The following box shows one effort to measure these two sets of in­
terests. We listed several experiences a scientist might have; we asked 
the individual to rate how strongly each would give him a feeling of 
persona] accomplishment, and then how much each would help him to 
"get ahead" in his organization. I f the things he enjoyed doing were the 
same things that the organization rewarded him for, then his personal 
desires were congruent with his perception of organizational requirements. 
(For simplicity, the term "interests" may be used to refer to either re­
sponse.) 

3 C . Argyris, Personality and Organisation, Harper, New York, 1957. 
4 G . F. Farris, "Congruency of Scientists' Motives with their Organizations' Provisions for 
Satisfying Them: Its Relationship to Motivation, Affective Job Experiences, Style of Work, 
and Performance," Department of Psychology, University of Michigan, November 1962, 
50 pp. 

^Personality and Organization, p. 233. 
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More accurately, we should speak of "perceived congruence." The 
extent to which an individual perceived the organization's interests cor­
rectly is, of course, open to question; but consistently our analyses have 
indicated that responses were reasonable and realistic. 

Question 55. Among the following experiences, how strong a feeling of 
technical "success" or "accomplishment'' in your field could each one give 
you? 

[Respondent rated each of ten experiences on "potential feeling of 
accomplishment" on a five-point scale from "none" to "utmost." Items 
were:] 

A. Contributing to a product with high commercial success 
B. Contributing to a product of distinctly superior quality 
C. Contributing to something of value to the nation's well being 
D. Publishing a paper which adds significantly to the technical literature 
E. Securing a patent for an ingenious new device, process, or material 
F. Executing an assignment rapidly and efficiently 
G. Helping technical personnel to grow and develop 
H. Solving a problem to the satisfaction of a sponsor or client 
I . Coming up with highly original or creative ideas 
J. Turning out a thoroughly sound and careful piece of work 

Question 56. To what extent do you feel that each experience (if i t occur­
red) would help you to get ahead in your technical organization? 
[Respondent rated the same ten experiences in terms of their "help in 
getting ahead," again on a five-point scale from "none" to "utmost."] 

Using such data, how could a measure of congruence between indi­
vidual and organizational interests be obtained? For each individual, we 
recorded the correlation (r) between his ten ratings from the respective 
standpoints of personal desire and organizational requirement. Perfect 
congruence between a scientist's personal and organizational ratings would 
generate an r of +1.00, complete disparity an r of — l.OO.6 

The average degree of congruence (or at least of perceived congruence) 
proved to vary considerably among settings, as shown in Table 1. Highest 
congruence, as one might expect, was reported by Ph.D's in research-
oriented laboratories, where almost three-quarters had correlations of .50 
or higher between personal and organizational interests. Non-Ph.D's in 
research laboratories were next, with correlations typically ranging in the 
flWe are indebted to Morris I, Stein for the format of the quesUons and method of meas­
uring congruence. See M. I. Stein arid R. Rodgers, "Creativity and/or Success?", paper 
delivered at American Psychological Association Convention, September 1957; see also 
"Creativity in American Life," selections from the writings and research of M. I. Stein, 
University of Chicago Magazine, December 1957, vol. 50, pp. 11-15. 
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TABLE 1 Congruence between personal desires and perceived requirements of 
the organization was measured for each individual by a correlation coefficient 
between his ratings of ten experiences in these two frames of reference. Average 
congruence was highest for Ph.D's in research labs, moderate for non-Ph.D's in 
research labs, and relatively low for people in development laboratories. (Within 
each horizontal row, relatively large percentages are given in boldface, small 
percentages in italic.) 

A. B. C. D. E. 
Ph.D's, Ph.D's, Engi­ Ass't. Non-

Congruence devel. res. neers scients. Ph.D's, 

Low (r = .29 or less) 47% 19% 47% 40% 24% 
Medium (r = .30 to .49) 23 9 21 21 37 
High (r = .50 and up) 30 72 32 39 39 

100% 100% 100% 100% 100% 

,30's and .40's. Development laboratories showed lowest congruence (both 
for Ph.D's and for non-Ph.D engineers), with nearly half the staff showing 
correlations below .30. For all respondents, the median correlation was 
about .40. Individual scores ranged widely; one person in five had 4-.70 
or above, one person in seven a mildly negative correlation, but seldom 
below —.30. Very few were sharply in opposition to their organization; 
they probably would not have remained long. 

How Congruence Related to Performance 

We did a preliminary analysis using output of scientific products, 
before the performance evaluations were available.7 A curious result 
appeared: for papers and patents, output seemed best when there was 
only mild congruence (r's in the .40's), whereas reports were most numer­
ous with almost complete congruence (r's of .70 or up). Would the same 
trends appear when we examined scores of scientific contribution and 
usefulness? The results appear in the next four charts. 

For Ph.D's the curvilinear effect tended to reappear, although the 
effects were not strong enough to attain statistical significance (Charts 1-A 
and 1-B). Although curves for the different criteria varied somewhat, in 
general they were above average when the individual's interests were only 
moderately congruent with those of the organization (r's in the .30's to 
.60's), and dropped when there was ful l congruence. The perfectly 
"adjusted" Ph.D scientist was not especially creative. 

T D . C. Pelz, "Congruence between Personal antl Organizational Values, as Related to 
Output," Analysis Memo #4, December 1960, available in Publication #1741 from the 
Survey Research Center, University of Michigan. 
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Ph.D's in development labs 

70th 

30th _Sci«rrtilIc contribution • 
Usefulness . 

Papers • 
ft*pons . 

Low 

to .00) 

Number 21 

(r = .01 
to .29) 

19 

Moderate 
O=.30 
to .49J 

Congruence 
19 

fr = .50 
to .69) 

IS 

High 
(r=.7Q 

up) 

10 

Chart 1-A. Ph.D's in development who had high congruence—whose personal interests 
agreed fully with those of the organization—performed less well on three measures than 
did scientists with only moderate congruence; prolific publishers had the lowest con­
gruence of interest. 

One striking curve is that for paper publication among Ph.D's in devel­
opment (Chart 1-A): those with least congruence published the most, 
those with most congruence published the least. On a moment's reflection, 
this curve makes sense. By definition, a development-oriented lab values 
new products and not publication of knowledge. Active publishers, then, 
were likely to see a conflict between what they personally preferred to 
do, and what the organization rewarded. No such conflict appeared in 
research-oriented labs (Chart 1-B). 

What about nondoctorals? Engineers (Chart 1~C) showed a very mild 
curvilinearity: three of the four performance measures were above average 
somewhere in the middle range of congruence, but not at the extremes. 
Only the output of unpublished reports showed a mild exception. Both 
among Ph.D's and engineers in development, many reports were written 
under maximum congruence. 
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70th 

3 

i 

30th 

Ph.D's In research labs 

H 7 " ? 

Scientific contribution i 
UMfulnou' 

Pipers • 
Reports' 

.36 
• 30 
• 22 
• 2b 

Low 

Number 
2 
3 

Moderate - High 
Congruence 

6 5 9 25 
9 6 12 34 

Chart 1-B. On three measures, Ph.D's in research labs whose personal interests were per­
fectly congruent with those of the organization performed less well than Ph.D's with only 
moderately high congruence. A few individuals produced many reports when personal 
interests clearly disagreed with those of the organization. 

Most of the trends for assistant scientists were relatively flat, and are 
not shown. Again there was a mild tendency for contribution to peak 
with moderate congruence, although usefulness was maximum with high 
congruence. 

Data for non-Ph.D's in research labs (Chart 1-E) showed some stronger 
trends than for the other groups. Again contribution and usefulness peaked 
at moderate congruence (statistically significant). But paper publication 
and report writing were maximum at high congruence. 

In short: there were several hints that many reports were turned out 
by scientists whose personal interests agreed with those of the organiza­
tion. But work of greater scientific value (as well as greater usefulness to 
the organization) was more likely to be done by scientists who did not 
fully see eye to eye with the organization. 

What to make of these trends? Do they simply mean that any capable 
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scientist is bound to challenge the bureaucracy now and then? Or is it 
possible that an organization can be too agreeable for the scientist's own 
good, that a mild degree of tension is stimulating? 

Possibly both. Wi th a cross section survey, analysis cannot prove either 
interpretation. But we did look at the data to see what kinds of personal 
and organizational interests were stressed by scientists at each end of the 
congruence scale. Low-congruence individuals tended to stress research 
goals (such as items D and I in Question 55), although seeing the organi­
zation as valuing development activities (such as items A, E, H). High-
congruence individuals tended to report themselves and their organization 
as both stressing research, and both de-emphasizing development. 

Does not the latter condition seem ideal for research? The individual 
sees the organization as suprwrting his own commitment to publication 
and originality. This stress-free environment was productive of report 
writing. But i t did not accompany work of scientific significance. Con­
ceivably a mild degree of tension may have been mvigorating. Conceiv-

70th 

S 

30th 

Engineers in development labs 

Scientific contribution — 
Usefulness — 

Pitents 
Reports 

Et* 
— .17 

.17 

.15 
- — .19 

Low • Moderate • High 
Congruence 

Number 45 47 43 34 30 

Chart 1-C. Engineers showed a very mild tendency to perform above average when their 
congruence scores were neither very high n O T u*ry low; but they wrote most reports when 
they saw eye to eye with the organization. 
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Non-Ph. D's in research labs f 
70th 

8 
3 
8 
•z 

/ 
/ 

30th 

Sdeirtrftc Eta 
corral button .50* 
Usefulness •50* 

ntmt .46 
Reports .41 

I 
Low • Moderate • High 

Congruence 
Number 5 5 15 7 9 

•Statistic* By significant pro be Witty less than 1 In 20 of occurring by chance 

Chart 1-E. Non-Ph.D's in research labs did work of scientific value as well as usefulness 
when personal interests agreed nwderately well with those of the organization. But they 
wrote many reports and published many papers when they agreed ftdly with the organization. 

ably the organization's interest in product improvements may have stimu­
lated broader scientific probing. 

We now leave the concept of congruence and turn to the related con­
cept of satisfaction. Congruence wi l l come up again in Chapter 12 in 
which we shall examine the utility of various motivations in situations 
which differed in the stringency of their demands on the individual. 

Satisfaction: Discrepancy between Desire and Provision 

"A man's reach should exceed his grasp/' mused Browning, "or what's 
a heaven for?" The questions we wanted to examine were: how close 
were our scientists to heaven; and how did they perform, the more closely 
they approached it? 

In our questionnaire we attempted to measure "reach" and "grasp" 
separately by the methods shown in the box. (Question 62 was also used 
in Chapter 6; we repeat it here for convenience.) 
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Question 62. Usted below are different kinds of oppoitunities which a 
job might afford. If you were to seek a job, how much importance would 
you personally attach to each of these (disregarding whether or not your 
present job provides them)? 

[Respondent rated each of 13 job factors on "importance I would attach" 
on a five-point scale from "slight or none" to "utmost"!: 

A. To make full use of my present knowledge and skills 
B. To grow and learn new knowledge and skills 
C. To earn a good salary 
D. To advance in administrative authority and status 
E. To work with colleagues of high technical competence 
F. To have congenial co-workers or colleagues 
G. To work under chiefs of high technical competence 
H. To associate with top executives in the organization 
I . To build my professional reputation 
J. To work on difficult and challenging problems 
K. To work on problems of value to the nation's well being 
L. To have freedom to carry out my own ideas 
M. To contribute to broad technical knowledge in my field 

Question 63. Now, to what extent does your present job actually provide 
an opportunity for each of these factors? 

[The same 13 factors were rated on degree of "provision in present job" 
on a five-point scale from "slight or none" to "complete."] 

To the extent that "grasp" or provision of a factor approached "reach" 
or desire for the factor, the individual was scored as satisfied on that 
factor. Dissatisfaction could arise from various combinations, such as in­
tense need when provision was (say) moderate, or from moderate need 
when provision was nil. The individual would score as satisfied if both 
need and provision were strong, or if both were weak. The latter is more 
correctly a condition of apathy. These nuances may be important. But to 
consider them all simultaneously would make the analysis extremely 
complex. For simplicity, let us see what happens when we look separately 
at the two components of desire and of provision, and then at the degree 
of closeness or discrepancy between them. 

I t is true, of course, that these ratings of desire (or importance) and of 
provision, respectively, are not absolute. They are bound to be influenced 
by the respondent's idea of what is normal, just as the satisfaction ratings are. 
But note an important difference between our "provision" wording, and 
the typical satisfaction question. The latter might ask "how adequate is 
factor X?", with responses ranging from "not nearly enough" to "fully 
adequate." The respondent who knows that he has a good deal of X, but 
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feels he needs more, is forced to check "less than adequate." Our format, 
on the other hand, permits him both to recognize the high level and to 
say that he wants still more. 

Self-actualization and Status Advancement in Five Settings 

On the basis of intercorrelations among the items in Questions 62 and 
63, George F. Farris found a distinct cluster which in terms of Argyris' 
concepts he called a desire for "self-actualization" {items 62A, B, ] , L). 
A second cluster indicated a desire to "advance in status" (consisting of 
items 62C, D, H). For each cluster he formed an index of desire and 
another of provision by adding the respective ratings. 

Let us first see how scientists in various settings differed in their typical 
desire for self-actualization and status advancement, and their perception 
of opportunities for realizing these desires. 

According to Chart 2, Ph.D's in research-oriented laboratories had the 
strongest need for self-actualization (use of abilities and learning of new 
ones, freedom to carry out their own ideas and to solve challenging prob­
lems). Assistant scientists stood lowest. 

7.0i 

5 . 0 r -

4.0 r -

A. 
Ph.D's, 
devel. 

B. 
Ph.D's, 

res. 

Desire lor 
' seff-eetua Illation 
Provision of 
serl-actuatizatkirt 

C. 
Engineers Non-Ph.D's, 

res. 

Chart 2. Strength of desire for self •actualization, and provision of this factor, were based on 
four items from Questions 92 and 63, respectively. Research Ph.D's were highest in both 
their reported desire and provision, whereas assistant scientists tvere lowest in bom respects. 
In terms of discrepancy between the two scores, Ph.D's in research counted as most sat­
isfied with self-actualization. 
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Chart 3. Desire for and provision of status advancement were scored by a similar process. 
Engineers reported the best provision of status, but because of their very high aspiration, 
they scored as only moderately satisfied. PhDs in research had modest aspirations; and with 
high provision, they were well satisfied Least satisfied were assistant scientists. (These scales 
are not equivalent with the scales for self-actualization; do not compare scores on the 
turn charts.) 

At the same time, the provision of opportunities followed a similar 
profile: highest among research Ph.D's, lowest among assistant scientists. 
This is a familiar phenomenon in laboratory experiments on level of aspi­
ration. The more you have, the more you want. As individuals perform 
better, their aspiration inches up; the "reach" stays a little ahead of the 
"grasp." I f an individual does poorly, he adjusts his aspiration downward, 
so that he w i l l not experience an unbearable sense of failure. (This sketch 
is over-simplified, and describes only the general tendencies.) 

Our questionnaire ratings showed the same tendency. In general there 
was a mild positive correlation (typically in the .20's) between ratings of 
desire and of provision on most of the job factors. People who wanted 
more, had more, or vice versa. 

In Chart 3, however, the parallels were not so clear. Here research 
Ph.D's reported the weakest need for higher status, and engineers the 
strongest. A t the same time, research Ph.D's had about all the status they 
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wanted; they were satisfied. Assistant scientists fared worst of all. Their 
status needs were moderately strong, but provision was lowest of any 
group. They keenly felt their deprived position at the bottom of the lab­
oratory hierarchy. 

Note the interesting contrast between engineers {group C) and non-
Ph.D's in research (group E). Neither group was subordinate to a body of 
Ph.D's in the department. But the engineers as a whole felt relatively well 
off—better than any other group, in fact—in terms of the marks of pres­
tige. The non-Ph.D's in research labs, however, felt almost as deprived as 
assistant scientists in Ph.D-dominated labs. 

In general these profiles made reasonable sense; they were about what 
one might expect. Research Ph.D's, one might argue, were perhaps not 
quite telling the truth in their disdain of status aspiration; but no one 
would doubt that they were the most privileged of the five groups in this 
respect, as shown in their small discrepancy between desire and provision. 

How Desire, Provision, and Satisfaction Related to Performance 

Now we turn to the important question of how these scores related to 
various measures of performance. Were effective scientists generally 
happy, or unhappy, or neither? 

For simplicity we have used correlation coefficients. A positive cor­
relation indicates that as a given measure of desire or provision or satis­
faction rose, performance in general went up. A negative correlation indi­
cates that the higher such an item, the lower in general was performance. 

The correlation coefficient has the weakness of failing to recognize 
curvilinear relationships—better performance at a moderate degree of a 
certain factor than at either extreme. Such curvilinear effects might lurk 
tehind a zero correlation. But correlation coefficients have the great 
virtue of compactness: more information can be given in a brief space 
than would be possible with plots such as Charts 1-A to 1-E. 

The data on desire for self-actualization and for status advancement to 
some extent cover territory already traveled. These are measures of 
motivation, drawing on some of the items whose relationship to perform­
ance was discussed in Chapter 6. The differences are that the data 
shown here were obtained only from the 500 long-form respondents 
(weighted), whereas Chapter 6 drew on all 1300 (unweighted); and the 
self-actualization and status indices consisted of somewhat different items 
compared to the previous indices of science, professional, and status 
orientation. 

As shown in Table 2, desire for self-actualization showed a mild tend­
ency to go with high performance (contribution and usefulness); but desire 
for higher status was not consistently related. These trends were parallel 
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to those reported for indices of science and status orientation in Chapter 6. 
The ratings of the level of provision on both factors, however, were 

clearly associated with performance, especially for the measure of use­
fulness (significant positive correlations in four out of five settings for both 
indices). Those scientists who were esteemed by colleagues for their 
scientific contributions, and particularly for usefulness to the organization, 
reported excellent opportunities to use their skills and carry out their 
own ideas, and for promotion and a good salary. Actual provision of such 
conditions was more strongly linked to achievement than was the desire 
to have them. 

Some Interpretations 

How should these results be interpreted? (a) Perhaps they simply mean 
that the organizations we surveyed were good at recognizing high per­
formance. They rewarded achievers with more freedom, interesting work, 
better pay, and contact with executives, (b) Alternatively, it might be 
argued that the provision of such factors—giving the individual a chance 
to follow his own ideas, to tackle challenging problems, to be well paid 
and appreciated—actually helped to build a stimulating atmosphere in 
which individuals could do their best work. 

I t is impossible to establish or disprove either one or the other of these 
interpretations. Perhaps both are partially correct. Later we shall see 
that controlling on career level (job status) did not eliminate the results. 
It was not simply that high performers were those at higher levels who 
enjoyed more rewards and opportunities. The relationships existed even 
within career levels, strengthening interpretation (b) that such conditions, 
in fact, stimulated performance. 

Regardless of interpretation, the data suggest a parodoxical comment 
about the reward system—whether rewards are intrinsic such as a chance 
to do what one likes, or extrinsic such as pay or title. First, the reward 
system is an essential feature of an effective organization. Management 
must give i t careful attention; rewards must be commensurate with 
achievement. But second, as stressed at the conclusion of the preceding 
chapter, it would be shortsighted to rely on arousing status motivation 
as the primary incentive to accomplish. As scientists achieve, be sure 
to pay them well, but don't count on the desire for money or promotion 
as the main reason for achieving. 

This interpretation may serve to reconcile an apparent discrepancy 
between the early results from our N I H study, and a study by Morris 
I . Stein of industrial chemists. He asked them to indicate how they would 
like to be rewarded for developing a major product by rank-ordering 
12 rewards. Those judged by colleagues to be most creative ranked a cash 
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bonus significantly higher than those judged to be less creative; the latter 
preferred a paid trip to a scientific meeting.8 (The other eleven rewards 
received almost identical rankings by the creative and less creative 
groups.) 

8 M . I. Stein, "Creativity and the Scientist," Chapter 21 ln Bernard Barber and Walter 
Hirsch (eds.), The Sociology of Science, The Free Press of Glencoe, New York, 1962, pp. 
329-43. 

TABLE 2 The following shows by means of product-moment correlations, the 
relationships of various self-actualization and status measures to four criteria of 
performance. The following symbols are used: 

+ = r is mildly positive ( + .10 or more) 
+ + = r is positive and statistically significant* 

— = r is mildly negative (—.10 or less) 
= r is negative and significant* 

As in the previous chapter, desire for self-actualization had a mildly positive effect 
on performance, but status desire was inconsistent. Actual provision of both 
factors was clearly associated with higher performance, but satisfaction scores 
only moderately so. 

A. 
Ph.D's. 
devel. 

Self-actualization; 

Desire 

ContribuUon 0 
Usefulness 0 
Papers/patents t 0 
Reports + 

Provision 

Contribution 0 
Usefulness -f + 
Papers/patents 
Reports + 

Satisfaction (provi­
sion minus desire) 

Contribution 0 
Usefulness + 
Papers/patents — 
Reports — 

B. C . D. 
Ph.D's. Engi- Ass't. 

res. neers scients. 

+ + 0 0 

+ 0 + 
0 0 0 
0 + + 

+ + + + + 
+ + + + + 
+ 0 0 
+ + 0 

+ + + + 
+ + + 0 
0 0 + 
+ + + — 

E . 
Non-

Ph.D's, Scorecard 
res. +'s - ' i Net 

+ + 4 0 + 4 

+ + 4 0 + 4 
— 0 1 - 1 
0 3 1 + 2 

11 ~2 + 9 

+ + 7 0 + 7 
+ + 9 0 + 9 

0 1 2 - 1 
0 3 0 + 3 

20 2 + 18 

0 4 0 + 4 
0 4 0 + 4 
0 1 1 0 
0 3 2 + 1 

12 3 + 9 
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E . 
A. B. C. D. Non-

Ph.D's. Ph.D's, Engi­ Ass't. Ph.D's, Scorecard 
devel. res. neers scients. res. + 's —'s Net 

Status advancement: 

Desire 
Contribution + + 0 — — 2 2 0 
Usefulness + + 0 — 0 2 1 + 1 
Papers/patents + + 0 0 2 2 0 
Reports 0 0 0 + + 2 

8 

1 

6 
+ 1 
+ 2 

Provision 
Contribution + + + + + 0 + 6 0 + 6 
Usefulness + + + + + + + + + 9 0 + 9 
Papers/patents - 0 + 0 - 1 2 - 1 
Reports + + + + 0 0 4 

20 

0 

2 

+ 4 

+ 18 

Satisfaction (provi­
sion minus desire) 

Contribution 0 0 + + + + + 5 0 + 5 
Usefulness + + + + + + + 0 7 0 + 7 
Papers/patents - 0 0 0 + 1 1 0 
Reports 0 + + + 3 

16 

2 

3 

+ 1 

+ 13 

Number of persons 101 79 219 90 45 

* Meaning that the probability of an r this large occurring by chance is less than 1 in 20, 
If the true r is zero. In computing correlations the data were weighted to compensate for 
sampling rates, but significance is based on actual number of cases. 
tFor engineers, patents were used instead of papers. 

Perhaps Stein's able chemists were simply saying that when they 
achieved, they expected material recognition for doing so. This is not 
equivalent to saying that they achieved in order to receive a bonus. 

Some Comments on Satisfaction Scores 

Note that certain necessities follow when satisfaction is scored as the 
difference between what is desired and what is provided. (Assume through­
out this discussion that desire and provision are not strongly related,) 
Suppose that (a) desire is uncorrelated with performance, but provision 
is strongly so. An illustration is the data for self-actualization among 
engineers. People high in provision wil l score as satisfied; therefore 
satisfaction wi l l tend to behave in the same way as provision; both wil l 
show a positive correlation with performance. 

Suppose instead that (b) desire is related to performance but provision 
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is not; for example, among assistant scientists, the positive correlation of 
desire for self-actualization with reports. People with strong desire wi l l 
score as dissatisfied; therefore satisfaction wi l l tend to behave opposite to 
desire; satisfaction wi l l correlate negatively with performance. "Best 
workers gripe the most." Those scientists who work hard because they 
are eager and ambitious wi l l appear as frustrated. 

Sometimes (c) both desire and provision are positively linked with 
performance (for non-Ph.D's in research, note that both desire and pro­
vision for self-actualization were correlated with contribution and useful­
ness). These two effects wi l l cancel out in terms of the satisfaction score, 
which is likely to have no correlation with performance. 

These considerations suggest that satisfaction (as we have scored it) is 
unreliable as a key to understanding scientific achievement. I t is likely to 
correlate meaningfully only if the strength of desire is unrelated to per­
formance although provision is related; and this is a dubious assumption. 
I t would seem wiser for the investigator to measure the two components 
separately. 

Further Measures of Desire, Provision, and Satisfaction 

Further analyses reinforced the conclusion that ratings of provision as 
such were more promising indicators of high performance than were 
scores of satisfaction. 

(a) One additional measure concerned satisfaction with the individual's 
autonomy or self-determination. In Chapter 2 we examined the weight 

Question 29. Consider the choice of goals or objectives of the various 
technical activities for which you are responsible . . . Who has weight in 
deciding on these goals and objectives? . . . . 

Question 30. How much weight would you prefer different persons to 
have in deciding the goals of your technical work? Fill in percents below 
indicating the situation which you feel would he most helpful or stimulating 

Percent of weight 
in deciding goals 

Myself 
Subordinates 

etc. 

to you in performing your job well. 
Preferred weight 
in deciding goals 

Myself 
etc. 
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exerted by various persons and groups in deciding the individual's tech­
nical goals. As a reminder, Question 29 is partially reproduced in the 
preceding box. Question 30 then went on to ask how much weight the 
respondent would prefer each of the decision-making sources to have. 
By taking the discrepancy between the weight a person assigned to 
himself, and his preferred degree of weight for himself, we generated a 
measure of "satisfaction with own weight in goals" (the larger the dis­
crepancy, the lower the satisfaction). 

The results in Table 3 (Part a) show that this measure of satisfaction 
was ambiguous in relation to performance. Among engineers, those who 
were satisfied (had as much own weight or autonomy as they thought they 
should) were significantly higher in contribution and usefulness. But in the 
other groups, individuals who were dissatisfied with their degree of auton­
omy published more papers. Perhaps these individuals had strong needs 
for independence; we have seen in Chapter 6 that self-reliant scientists 
were productive ones. Or perhaps they occupied subordinate roles, and 
published often in order to earn more autonomy. (Some trends in Chapter 
12 suggest this view.) In any event, degree of satisfaction on this issue 
proved interesting but ambiguous. 

(b) Another approach was to follow a typical procedure in an attitude 
survey in which a number of satisfaction scores are added to generate 
a measure of "total job satisfaction" or (loosely) "total job morale." We 
wondered how such a measure would relate to performance in our own 
data. 

For each of the 13 job factors in Questions 62 and 63, we collapsed 
the importance and provision scales into three categories: moderate or 
less, considerable, and great or more. For each item, the individual was 
scored dissatisfied (score = 1) if his score on provision were less than 
what he preferred; neutral (2) i f the provision were the same as preferred; 
or satisfied (3) i f the provision were greater than preferred. The resulting 
discrepancy scores were summed across the 13 items for a "total satis­
faction score." A neutral score on all items would generate an index of 
26. I t turned out that three out of five respondents were below this point, 
that is, generally dissatisfied, wanting more than they received; only two 
out of five received as much as they wanted, or a little more. 9 

When we correlated this over-all satisfaction index against the four 
performance criteria (Table 3, Part b), the relationships were surprisingly 
positive, especially for usefulness. Satisfied assistant scientists, however, 
wrote fewer reports. 

•Preliminary results were reported in D. C . Pelz. "Satisfaction with the Work Situation, 
as Related to Output," Analysis Memo #5, December 1960, available in Publication 
#1741 from the Survey Research Center, University of Michigan. 
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TABLE 3 The scientist who exercised as much weight in determining his goals 
as he preferred was scored as satisfied; but this measure (shown in Part a) had 
no consistent relationship to performance. A total satisfaction score across 13 fob 
factors did correlate in a consistentiy positive way with performance, especially 
usefulness (Part b). A total score simply of the provision of the same 13 factors 
(Part c) correlated even better. Same symbols as in Table 2. 

A. B. c. D. Non-
Ph.D's, Ph.D's, Engi- Ass't. Ph.D's, Scorecard 
devel. res. neers sclents. res. + 's - "s Net 

Satisfaction with 
own weight in 
goals 

Contribution 0 0 + + _ + 3 1 +2 
Usefulness + 0 + + 0 + 4 0 +4 
Papers/patents * - 0 - 0 6 - 6 
Reports 0 — 0 0 — 0 

7 

2 - 2 

9 - 2 

b. Total satisfaction 
score on 13 Items 

Contribution 0 
Usefulness 4- + 
Papers/patents — 
Reports 0 

c. Total score on 
job provision 

Contribution + 
Usefulness + + 
Papers/patents — 
Reports + 

+ + + + 
+ + + + + + 
+ 0 0 

+ + + + — 

+ + + + 0 
+ + + +• + + 
+ 0 0 
+ + + 0 

+ + 6 0 + 8 
+ 9 0 + 9 
+ 2 1 + 1 
+ 5 2 + 3 

22 ~3 + 19 

+ + 7 0 + 7 
+ + 10 0 + 10 

0 1 1 0 
0 4 0 + 4 

22 1 + 21 

d. Total score on 
Job desires 

Contribution + + 0 — + 3 1 + 2 
Usefulness + 0 0 + + + 4 0 + 4 
Papers/patents 0 0 0 0 - 0 1 - 1 
Reports + 0 0 + + 0 3 

10 

0 
2 

+ 3 

+ 8 

* For engineer;, patents were used Instead of papers. 
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What to make of this? Our hunch was that on many of the items, 
outside of the self-actuaUzing area, the strength of desire had little 
effect on performance. Some evidence on this hunch was given in Chap­
ter 6 with items such as desire "to work with colleagues of high technical 
competence," "to have congenial co-workers as colleagues," and "to work 
on problems of value to the nation's well being." Generally, they did not 
relate to performance. But the provision of various facilitative elements 
might accompany achievement. 

(c) This idea was checked by coristructing a total index of provision to 
see whether i t correlated even better than total satisfaction. Using the 
same three-point scoring system on the 13 items employed for satisfaction, 
we constructed for each individual a score of "total job provision"—the 
total of his ratings on extent to which various job factors were provided. 

(d) For good measure, we also summed the three-point scores on desire 
for the 13 job factors to yield a score of "total job desires." The corre­
lations of these scores with performance are reported in Parts c and d of 
Table 3. 

We were interested to observe that total job desires correlated posi­
tively with total job provision (r's ranging from .29 to .53, not shown). 
Again, individuals with stronger wants concerning the job generally had 
greater opportunities also. 

As it turned out, the score of total job desires (Part d of the table) 
correlated only mildly with performance (a net of eight positive symbols 
in the scorecard). The score of total provision (Part c), however, did even 
better than total satisfaction—a net total of 21 positive symbols. Note 
that total provision was significantiy correlated with usefulness in each 
of the five groups. Note also that publication of papers (or patents, for 
engineers) was completely unrelated. People who published had neither 
more nor less than the average share of rewards. 

The total provision score related nicely to performance. Across the 
five analysis groups its average correlation with usefulness was .38, and 
with scientific contribution .28 (corresponding average r's for total satis­
faction were .27 and ,22), These relationships might reflect either the 
fact that good performers were recognized and knew they were recog­
nized, or that substantial recognition in turn stimulated achievement, 
or both. 

(e) For the record, we would like to report one other scoring system. 
We still felt i t should be useful to take into account the level of desire 
as well as provision. But by computing the difference between provision 
and desire (as satisfaction was scored), one disparaged the provision of 
the very conditions which were most important. Instead of subtracting, 
why not multiply provision by importance? Let a high or low level of 
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provision count for more on those factors which were most wanted by 
the individual. 

Accordingly, each individual's provision of a given item was multiplied 
by his rating of its importance, and the products were summed to yield a 
total score of "provision-weighted-by-importance." 

As it turned out, the total weighted provision score was almost identi­
cal with total (unweighted) provision score; correlations between the two 
were in the .90's. Therefore correlations between total weighted pro­
vision and performance were almost identical with those for total provi­
sion alone—possibly a little better, but not enough so to justify the com­
plex scoring system. (Why were the measures so close? Partly, perhaps, 
because desire tended to parallel provision; what was provided was thus 
weighted up, what was not provided was weighted down, so that the end 
result by either method was similar.) 

We returned to the conclusion that the simple score of total provision 
°f fob factors—ignoring the relative strength of desire for these factors— 
was about as strongly correlated with performance as any measure we 
have examined in the chapter. 

Career Levels 

Now let us return to an objection that was raised earlier. "Isn't i t 
possible," the reader might ask, "that these relationships can all be ex­
plained quite simply by status level? As the scientist achieves, he becomes 
recognized; he rises on the organizational ladder, he gets more leeway to 
do what he wants, as well as better pay and the other marks of prestige. 
Since the senior scientists receive more gratifications than the junior, and 
also enjoy higher scientific reputations, this might completely account 
for your results." 

This objection is partially answered by the adjustments in performance 
measures (described in Chapter 1) to rule out effects due to length of 
experience since the degree, and to time in the organization. However, 
even after adjustment, the scores tend to be higher for those who occupy 
higher levels. 

Therefore the severe step was taken of repeating some of the foregoing 
analyses separately within each of four career levels. These are described 
in Appendix E: level 1 or "apprentice" for non-Ph.D's at the bottom of 
the professional ladder (mostly recent college graduates); level 2 or "jun­
ior" investigator for new Ph.D's (or for B.S. people with equivalent experi­
ence); level 3 or "senior" for mature nonsupervisory investigators with 
several years of experience; and level 4 or "supervisor" for section heads 
or up in government or industry, or university department chairmen and 
other ful l professors. 
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Chart 4 shows that among Ph.D's in development, marks of status tvere increasingly provided for occupants of successively higher career levels. A 
mild rise in self-actualizing opportunity (including freedom to follow own ideas) occurred. But desire for these factors changed only slightly by 
career leveL Number of persons at the three levels, respectively, were 17, 23, and 52. 
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Chart 5. Among engineers, provision of both status rewards and self-actualizing opportunity increased steadily at successively higher career levels, 
but desire for these remained constant or declined somewhat. Number of persons at the four levels, respectively, were 22, 55, 48, and 86. 
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We looked first to see whether desire for, or provision of, various 
factors rose as career level increased {see Charts 4 and 5 for illustrations); 
and second, whether within each career level separately, relationships of 
job factors to performance had diminished or disappeared (see Tables 
4 and 5). 

Some results for Ph.D's in development laboratories are given in 
Chart 4. Provision of status rewards increased markedly among the three 
career levels. Opportunity for self-actualization rose distinctly between 
junior and senior levels, then flattened for supervisors. (Because of its 
importance as an indicator of self-reliance, we also show the component 
item of freedom for own ideas.) The strength of desire for status or self-
actualization, however, showed no regular change with career level. 
(Senior investigators seemed a little more concerned with self-actualization, 
and less concerned with status, than were the other two levels; whether 
this difference was meaningful is hard to say.) There was an interesting 
trend for the freedom item, which declined slightly; supervisors seemed 
to want freedom a little less urgently than either junior or senior investi­
gators. 

The picture for engineers in Chart 5 was similar. Status rewards rose 
markedly among the four levels, and self-actualization opportunity (in­
cluding the feeling of freedom) rose mildly and continued up for super­
visors. At the same time, the desire for these factors was flat, or even 
declined mildly; note the slight drop in need for freedom. 

Data for assistant scientists (not plotted) showed similar trends: in­
crease in both provision measures with rising level, no change in desire or 
a slight drop. Ph.D's in research (not shown) also reported greater status 
provision at higher levels, but no further increase in opportunity for 
self-actualization, which was already very high; again needs for self-
actualization and freedom declined somewhat. 

We also plotted "total satisfaction score" and found that this rose 
steadily from level to level in all groups. 

Now let us examine correlations between these factors and performance 
within each career level separately (Tables 4 and 5). 

The symbols in Tables 4 and 5 are similar to those used previously. 
But since there were fewer individuals at each career level, and therefore 
the fluctuations in correlations due to chance would be larger, we set a 
higher criterion for a positive or negative trend: an r of ± . 2 0 or larger 
(rather than ± . 1 0 as previously). Double symbols again indicate corre­
lations large enough for statistical significance, given the number of cases. 
(Because of the limited cases within non-Ph.D's in research, and for level 
4 among assistant scientists, data for these groups are not shown.) 

The results in Table 4 were surprising and gratifying. Correlations 



T A B L E 4 This shows correlations between provision and satisfaction scores separately within each career levtL Level 1 = "appren­
tice"; 2 = "junior"; 3 = "senior"; 4 = "supervisor." Because of the limited numbers of cases at each level, a suffer criterion was 
set for showing trends: 

— = r is ±.20 or larger 
+- +-, = r is statistically significant 

Provision of both self-actualization and status were still associated positively with performance, except for supervisory engineers. 

A. B. D. 
Ph.D's. Ph.D's. C. Asst. 
devel. res. Engine eers sclents. Scorecard 

Level: 2 3 4 2 3 4 1 2 3 4 1 2 3 + 's —'s Net 

Self-actualization: 

Provision 

Contribution 0 0 0 + + + + + + + 0 0 0 + 8 L + 7 
Usefulness + + 0 + + + 0 + + + + + + 0 0 + + 13 0 + 13 
Papers/patents* - 0 + 0 0 - 0 0 0 0 0 0 1 4 - 3 
Reports + + - + + 0 0 0 + + + 0 0 0 + 8 1 + 7 

30 6 + 24 
Status advancement: 

Provision 

Contribution + 0 0 + 0 + + + + 0 0 - + + 8 3 + 5 

Usefulness + + + + 0 + 0 + 0 + + + + 0 0 + + 0 12 0 + 12 
Papers/patents - - 0 0 + 0 - 0 0 0 0 - 0 1 4 - 3 

Reports + 0 + + + 0 - 0 0 + + 0 0 0 0 6 1 + 5 

27 8 + 19 

Number of persons 17 24 53 20 26 32 22 55 48 88 33 30 22 

* For engineers, patents were used instead of papers. 



TABLE 5 The following relates the single item of freedom to carry out one's own ideas (a component of self-actualization) to four 
criteria of performance. High performers ai each career level both wanted and experienced the feeling of freedom. 

Level: 

Freedom for own Ideas 
Desire 

Contribution 
Usefulness 
Pape rs/paten ts * 
Reports 

Provision 
Contribution 
Usefulness 
Papers/patents 
Reports 

+, — = r is 
+ - K = r is 

A. B. 
Ph.D's, Ph.D's. 
devel. res. 

2 3 4 2 3 4 

+ + + + + + + + 
+ + 0 0 + 0 + + 

+ - + + 0 0 0 
+ 0 0 0 + 

0 0 0 + + + 0 
0 o. 0 + + + 0 
— - 0 + + 0 
+ 0 0 + 0 

C 
Engineers 

D. 
Ass't. 

scients. 

+ 
+ + 

0 
+ 

Scorecard 
2 3 4 1 2 3 4-'s — 's Net 

+ 0 0 0 + 10 3 + 7 
0 + 0 0 0 + 8 0 4-8 
+ 0 0 0 — + 5 3 4-2 
0 + 0 0 0 + 4 1 + 3 

27 7 + 20 

+ + 0 0 0 0 8 0 + 8 
0 + + 0 - + + + + 11 1 + 10 
0 0 0 0 + + 4 2 + 2 
+ 0 0 0 0 + 5 1 + 4 

25 4 + 24 

*For engineers, patents were used instead of papers. 
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between provision of self-achialization and status, respectively, seemed 
about as strong within the various career levels as we had found when 
career levels were ignored. Despite the use of a stiffer criterion, positive 
trends were numerous, and many of these were statistically significant 
(almost one in five, not quite as large a proportion as previously). 

We think the reader wil l be intrigued by Table 5, which shows a final 
set of results for the item of "freedom to carry out one's own ideas" (a 
component in setf-actualization). When we related this to performance 
in each of the five primary analysis groups (data not shown), the results 
in the scorecard were feeble—only eight net positive trends, only one 
statistically significant. But when we looked within each career level, as 
in Table 5, we were amazed to note a net scorecard result of 20 positive 
trends, sii of them significant. Holding level constant had increased rather 
than diminished the strength of the relationships. 

The data in Charts 4 and 5 tell why. Instead of increasing with level, 
desire for freedom, if anything, dropped slightly. This meant that those at 
higher levels, who were also performing better, expressed less need for 
freedom. The result was a "suppressor effect" (as the statisticians would 
say), serving to hide the true relationship between desire for freedom and 
performance. When level was held constant, as in Table 5, the under­
lying positive trend came out sharply. 

The measure of provision of freedom also held up. In the original 
five-group analysis, the scorecard showed 18 net positive trends, seven 
of them significant (data not presented). In Table 5, the scorecard for 
provision of freedom showed 24 net positive trends, eight of them signifi­
cant. 

Again the data confirmed the central importance of need for independ­
ence as a basic condition for scientific achievement, as discussed in Chap­
ter 6. 

SUMMARY AND IMPLICATIONS 

What practical value can the research director gain from these results? 
Chapter 6 concerned the motivations underlying high performance. We 

found there that a need for independence or self-reliance was an essen­
tial ingredient for scientific achievement, whereas ambition to rise in 
status was a dubious foundation on which to build. 

Chapter 7 continued to examine such motivations, but also examined 
the actual opportunities provided by the organization to fulf i l l them. We 
considered a number of things the organization can do to reward achieve­
ment, falling into two broad categories: rewards intrinsic to the work 
itself (such as opportunity to use skills, to gain new knowledge, to deal 
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with challenging problems, and to have freedom to follow up one's own 
ideas), and those extrinsic to the technical content (a good salary, higher 
administrative authority, association with top executives). 

In this chapter we saw again that ambition for status was a shaky 
basis on which to spur achievement among staff members. But oddly, the 
actual provision of status rewards was definitely associated with achieve­
ment, even when we limited our attention to people at a single career 
level. Provision of intrinsic rewards (self-actualizing opportunities) was 
just as clearly associated, or more so. 

The implication is, we feel, that the research director must give close 
attention to the whole system of rewards—both intrinsic and extrinsic. He 
must live with the paradox that extrinsic rewards cannot be relied on to 
motivate achievement, but that when achievement occurs, the extrinsic 
rewards should be consistent. And possibly the very provision of them 
wi l l stimulate further achievement. 

Some support for the last speculation can be cited from laboratory 
experiments on "dissonance theory." Workers who were paid more than 
they thought they deserved worked harder!1 0 

This chapter also concerned the degree of congruence between activi­
ties which the individual valued personally, and those which he felt would 
help him progress in the organization. The best scientists (particularly 
among Ph.D's) saw only moderate congruence between their personal 
interests and those of the organization. What is the implication? Perhaps 
a laboratory remains vigorous when i t encourages a certain tension be­
tween what the members want, and what they think the organization 
wants. The manager should be worried if he finds his staff perfectly 
willing to pursue those activities which he thinks his organization must 
stress. 

In a similar way, we found that although satisfaction generally charac­
terized high performers, there were several instances of the opposite. A 
certain amount of dissatisfaction, stemming from eager impatience, is 
perhaps inevitable in a healthy research atmosphere. 

"Personal communication from Jack W. Brehm. See Brehm and Arthur R. Cohen, Explo­
rations in Dissonance Tlteory, John Wiley and Sons, New York, 1962. Also see J. S. Adams, 
"Toward an Understanding of Inequity," Journal of Abnormal and Social Psychology, 
1963. vol. 67, pp. 422-36. 
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SIMILARITY 1 

Colleagues of High Performers Disagreed with 
Them on Strategy and Approach but Drew-
Stimulation from Similar Sources. 

Should a scientist work with colleagues who are similar to him­
self in their strategies for tackling technical problems? Or is contrast 
in their technical strategies helpful? 

There are many other ways in which a scientist can resemble 
his co-workers: their respective previous experience in university, 
government, or industrial settings; their career goals; the sources 
from which they derive stimulation. Is similarity or dissimilarity 
along these lines beneficial, or inhibiting, or neither? The same 
questions may be asked regarding the scientists similarity to his 
supervisor. 

The answers to such questions, by helping to identify the mix­
tures of people which encourage innovation, may be of value in 
organizing research laboratories so as to stimulate creativity. 

This chapter follows a lead from an earlier study which suggested that 
having dissimilar colleagues may (for some scientists) be a source of con­
structive "dither." The chapter describes six different ways of measuring 
similarity. I t reports that for three of them, scientists with dissimilar 
colleagues were moderately better performers, although on one measure 
scientists with similar colleagues did slightly better. Two measures, how­
ever, and various ways of measuring similarity to.the immediate chief, 
seemed to make no difference. The chapter concludes with some practical 
implications. 

Previous Results 

In a previous investigation at the National Institutes of Health, Mel-
linger and Pelz found that similarity to colleagues was related to perform­
ance, but in a complex way: the relationships depended on frequency of 
contact with colleagues. Senior scientists (GS-12 and up) who had daily 
l This analysis was supported by grants from the National Science Foundation. 
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contact with their five main colleagues, and who were dissimilar to them 
in career orientations and past experience, performed at higher levels 
than those whose colleagues were similar to themselves. However, for 
senior scientists who contacted colleagues weekly, the relationship was 
just the opposite: better performance if colleagues were similar. 

This finding suggested the concept of "uncertainty" or "dither." Having 
colleagues who think differently from oneself may be one source of intel­
lectual jostling needed for innovation.2 

Another source of such "dither" may be diversity in tasks and skills. 
Chapter 4 showed that scientists tended to perform better when they 
performed several R & D functions rather than one or two, when they 
spent less than full time on research, and when they had several areas of 
specialization. 

In this chapter we shall consider people as a potential source of 
"dither." A case could be made that both similarity and dissimilarity are 
advantageous. Similar colleagues, i t might be argued, provide easy friend­
ships, good coordination, and the security of familiar surroundings. How­
ever, contacts limited to similar people could lead a scientist into com­
fortable but unproductive intellectual ruts. Conversely, dissimilar people 
might be intellectually stimulating but hard to work with. 

Before we test these issues with our data, however, additional ques­
tions need to be raised. What kind of similarity are we speaking of? I t is 
conceivable that scientists benefit if they are similar to colleagues in some 
respects, and different in others. We therefore constructed a variety of 
different measures of similarity, and examined performance in relation to 
each. 

Second, it is quite possible that some types of individuals wi l l benefit 
from dissimilar colleagues and other types from similar ones. In the earlier 
N I H study we found just such a difference. Accordingly, we studied 
various subgroups within our population, and found an interesting con­
trast to report. 

Measures of Similarity 

Of the various measures of similarity to colleagues which were con­
structed, four related to performance. These four wi l l be discussed first. 

! D . C . Pelz, "Motivation of the Engineering and Research Specialist," General Management 
Series, No. 186, American Management Association, New York, 1957, pp. 25-46. Warren 
Weaver suggested the term "dither" in an editorial in Science (August 7, 1959, vol. 30, 
p. 301.) During the war, his British colleagues built into antiaircraft computing devices a 
"small eccentric or vibrating member which kept the whole mechanism in a constant state 
of minor but rapid vibration. This they called the 'dither.' . . . We need a certain amount 
of dither in our mental mechanisms. We need to have our ideas jostled about a bit so that 
we do not become intellectually sluggish." 
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Respondents themselves identified their colleagues. Each scientist had 
named the colleagues with "the greatest significance for [his] work"— 
excluding supervisors above him and sub professionals. (The questionnaire 
provided space to list up to five such colleagues; 3.7 were actually named, 
on the average.) For some measures of similarity we examined what the 
scientist told us about his colleagues. For other measures we went to the 
questionnaires which the listed colleagues had answered, and examined 
what they had said about themselves. 

Similarity in Technical Strategy. This first measure was based on the 
scientist's perception of his similarity to each of his colleagues. Scores 
came from a question asking the respondent how similar he thought he 
was to each person in terms of the technical strategies they used in tack­
ling problems. The question is shown in the following box. To measure 
similarity between the scientist and his five colleagues, we simply averaged 
his answers for these individuals. 

Question 45. The "approach" or "strategy" in tackling technical problems 
will vary—at what point you start, what concepts or methods you use, 
what sequence of steps you follow, etc. When you are talking over a tech­
nical problem with each person, to what extent do you find yourself adopt­
ing similar or different "technical strategies"? 

[With respect to each of five colleagues, respondents rated their respec­
tive strategies from "almost completely different" to "almost completely 
similar."] 

Similarity in Style of Approach to Problems. In Chapter 6 we described 
our efforts to measure several broad categories of motivations. One cate­
gory concerned "style of approach." Six scores of style were obtained for 
each participant: preference for an abstract approach, a concrete ap­
proach, broad mapping of new areas, deep probing of narrow areas, 
immediate solutions to problems, and long-range planning. 3 

Each distribution of scores was divided roughly into quartiles. To meas­
ure dissimilarity between the respondent and any colleague, we simply 
took the difference between his own quartile on a given score and the 
quartile in which the colleague fell (based on the colleagues response), 
and summed across all six scores (maximum difference, therefore, was 
aMost of the items from which each component was scored are shown in Chapter 6, The 
components were as follows: abstract = Questions 19] + L + N + P; concrete = I9-0-, 
broad = 19E; deep = 19F; immediate solutions = 19M; long-range = 19R + S. The 
items not appearing in Chapter 6 read as follows. In item 19-0 the respondent indicated 
how closely the following statement described him: "I prefer to find out all I can by obser­
vation before trying to generalize." In 19R the statement was: "I prefer to plan a long-range 
series of related tasks which I follow more or less systematically." The statement for 19S 
was: "I prefer to alter my direction from week to week as new directions arise." 
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18). To measure similarity between the scientist and his group of col­
leagues, we averaged the individual similarity scores for all colleagues. 

This was an "objective" measure, in the sense that we determined the 
agreement between the scientist and each of his co-workers, rather than 
using the scientist's own perceptions of similarity, as in the previous 
measure. 

Similarity in Career Orientations. A second broad category of motives 
described in Chapter 6 concerned the directions or purposes toward 
which the scientist felt he was striving. Two important directions de­
scribed there were orientation toward (a) contributing to science, and 
(b) advancing within the organization (that is, status). 

Some scientists strive toward both purposes, others toward just one, 
still others apparently toward neither. These orientations have been iden­
tified in a number of other studies.4 

By computations similar to those used for the style index, we deter­
mined the similarity between the scientist and each of his co-workers 
with respect to these career orientations.5 This measure again was "objec­
tive": it was based on the answers of both the scientist and the colleagues 
with whom he was being compared. 

Similarity in Sources of Motivation. Our fourth measure was based 
on six sources from which motivation or stimulation might originate. 
(These were also discussed in Chapter 6.) They were: (a) the index of 
"own ideas" as a source (own previous work or plans, own curiosity, 
desire for freedom); (b) clients or practical problems; (c) supervisors; 
(d) the technical literature; (e) isolation (working alone); and (f) competent 
colleagues.6 Like the previous two measures, this one also was objective 
in method of construction. As before, it was computed by summing (across 
the six components) the quartile differences between the scientist and 
the person with whom he was being compared. 

How Similarity to Colleagues Related to Performance 

When we looked at the various measures of average similarity to col­
leagues, we found that the four previously described did relate to sci­
entific performance. The correlations shown in Table 1 were not very 

4Footnote 2 in Chapter 6 cites various studies in which these and related concepts have 
been explored. 

'The science and status components of this measure were based on the following items, 
which appear in Chapter 6: science orientation = 62A + L + M; status orientation = 
19B + C + 62C 4- D + H. Their intercorrelations appear in Appendix C. 
"The components of this measure were based on the following items: own ideas = Ques­
tions 13E + J 4. 62L: client = 13G + I; supervisor = 13A 4- B 4- 191; technical liter­
ature = 13D 4. F 4. H; isolation = 19G 4- H; competent colleagues = 62E 4- F 4- C . 
All of these items are quoted in Chapter 6 in either the boxes or under "other sources." 



TABLE 1 The following is based on correlations (r's) among similarity to col­
leagues in several respects and four criteria of performance (adjusted for length 
of experience). 

+ = r is mildly positive ( + .10 or more) 
+ + = r is positive and statistically significant* 

— = r is mildly negative ( — .10 or less) 
= r is negative and significant* 

For a general picture, the scorecard at tlie right sums the number of positive or 
negative symbols. Scientists who were dissimilar to colleagues with respect to 
strategies, style, and orientations tended to perform at higher levels than those 
who were similar. With respect to sources of motivations, however, those who had 
similar colleagues did better. 

E. 
A. B. C. D. Non-

Ph.D's, Ph.D's, Engi- Asst. Ph.D's, Scorecard 
devel. res. neers sclents. res. + s — 's Net 

Similarity with respect to: 

a. Technical strategy 

Contribution 0 0 _ 0 0 2 - 2 
Usefulness 0 0 0 — 0 2 - 2 
Papers/patents f + - 0 0 — 1 2 - 1 
Reports 0 - 0 0 - 0 2 - 2 

1 ~8 - 7 

Style of approach 

Contribution 0 0 0 0 _ 0 1 - 1 
Usefulness 0 0 — _ 0 4 - 4 
Papers/patents - - 0 + 0 1 2 - 1 
Reports - - 0 0 - 0 3 - 3 

1 10 - 9 

Orientations 

Contribution + 0 _ _ + 2 2 0 
Usefulness 0 0 0 0 0 2 - 2 
Papers/patents 0 — — — 0 0 3 - 3 
Reports - 0 - 0 - 0 3 - 3 

~2 10 - 8 

Motivation sources 

Contribution + + + 0 0 + 4 0 + 4 
Usefulness + + 0 0 + 3 0 + 3 
Papers/patents - 0 0 0 — 0 2 - 2 
Reports + 0 0 0 + 2 0 + 2 

~9 2 + 7 

imber of persons 101 79 219 90 45 

"By "statistically significant" is meant that correlations of this size would not arise by 
chance more than 5 times in 100, if true r were zero. 

f For engineers, patents were used instead of papers. 

144 



Similarity 145 

strong, and they did not appear everywhere we looked, but they occurred 
consistently enough to be intriguing. 

We had, of course, expected to find negative relationships, that is, to 
find better performance among scientists who were dissimilar to col­
leagues. These generally did appear on three of the measures, but on the 
fourth—to our surprise—the opposite trend occurred. 

Part a of Table 1 shows that scientists in research laboratories (both 
Ph.D's and non-Ph.D's), and assistant scientists performed slightly better 
if they perceived themselves as dissimilar to colleagues with respect to 
technical strategy. The performance of engineers, in general, was not 
affected by this type of similarity (although as will be shown later, per­
formance was affected for a certain subgroup of engineers). 

As shown in Part c of Table 1, however, engineers performed better on 
all four criteria if their colleagues were dissimilar in career orientations 
(that is, if a science-oriented engineer had status-oriented colleagues, or 
vice versa). 

The table shows also that most groups of scientists performed some­
what better if they differed from colleagues in style of approach (abstract 
versus concrete, broad versus deep, immediate solutions versus long-
range)—Part b of the table. 

That dissimilarity in at least three respects seemed to enhance per­
formance could be viewed as another instance of the diversity phenom­
enon discussed in Chapter 4. Here we see that scientists and engineers 
who experienced some diversity among their group of colleagues—with 
respect to strategies, styles of approach, and career goals—seemed to 
benefit. 

Perhaps colleagues who were dissimilar in these respects helped a 
scientist see problems in new perspectives or find solutions in unsus­
pected areas. We did much exploring to find particular conditions under 
which dissimilarity was especially helpful. These findings wi l l be reported 
shortly. 

First, however, we were intrigued to find that not all forms of dis­
similarity were helpful. Among Ph.D's in research and development, and 
among non-Ph.D's in research, performance was a little better when 
colleagues were predominantly similar in sources of motivation, that is, 
when the individual and his co-workers were both self-directed, or both 
stimulated by practical problems, etc. These data appear in Table 1, Part 
d. (Although the data in Table 1 indicate that similarity in source of 
motivation made little difference for the performance of engineers and 
assistant scientists, as we pushed further we found some relationships 
here too.) 

Thus it appeared that some combination of similar and dissimilar 
characteristics in one's colleagues might be best. I t seemed helpful if 
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sets of close colleagues shared a common enthusiasm for similar kinds 
of problems (derived from the technical literature, perhaps, or from 
practical problems), and preferred similar social relations (either isolation 
or close interaction, either self-reliance or dependence on a common 
chief). But diversity in one's colleagues seemed desirable with respect to 
intellectual strategy or approach in solving the problems. 

Perhaps scientists who were similar to their colleagues in the type 
of problems they enjoyed and the social relations they desired experienced 
a kind of emotional security or support. But dissimilarity to colleagues 
in strategy or style of approach may have provided the intellectual 
jostling or "dither" required for innovation.7 

Similarity Mattered Mure for Innovators 

In a further effort to understand the nature of the relationships which 
appeared in Table 1, we examined a large number of environmental and 
social conditions to see whether the relationships would be stronger in 
some situations than in others. 

One factor that made a difference concerned the scientist's research 
role. We wanted a way to separate scientists who did primarily creative 
work from those performing more routine activities. We had included no 
direct question on this matter, but we did have data on the extent to 
which each scientist believed he was useful to others in providing "original 
ideas." We used these answers to form two groups: respondents who 
thought their original ideas were among their own most useful functions, 
and those who thought that their other attributes were more useful. We 
then repeated the analysis shown in Table 1 for each such group sepa­
rately. 

The results (shown in Table 2) were intriguing. I t appeared that our 
previous findings were applicable primarily to scientists who said they 
were useful for their original ideas. For convenience let us call these 
people "innovators." I t was primarily such innovators who were helped 
by dissimilarity in style and in technical strategy—and at the same time 
were helped by similarity in motivational sources. But among other sci­
entists who thought themselves not especially innovative, similarity or 
dissimilarity to colleagues had inconsistent effects. 

Separating scientists in this way allowed some relationships to emerge 
which had been masked in Table 1. In the first analysis, dissimilarity in 
strategy or style seemed hardly to affect the performance of engineers. 
Table 2, however, shows that such dissimilarities tended to help the more 
innovative engineers, but not the less innovative ones. Once we made 

7Dissimllar(ty in career orientation does not seem to fit the second category, although its 
effects for engineers were the same. See discussion at end of chapter. 
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this separation, the findings for the engineers became consistent with 
those for other groups. 

(With respect to similarity in orientations, however, whether the indi­
vidual was an innovator made little consistent difference; dissimilarity 
tended to help both the more innovative and the less.) 

Thus dissimilarity to colleagues seemed most relevant for scientists 
who claimed to be innovative. This finding made good sense. I t supported 
our hunch that colleagues who are intellectually dissimilar may provide 
new perspectives on problems that require creative solutions. Where we 
expected new perspectives to be most helpful (that is, for the innovators), 
we found the relationship most clearly. 

At the same time, it is interesting that those innovators also benefited 
from colleagues who were similar in motivational sources. If i t is true that 
innovators are especially liable to the "enormous anxieties that accompany 
creative thinking" (to use a phrase by W. J. J. Gordon8), then they may 
especially need extra sources of emotional support. 

These tendencies have some fascmating implications for the role of the 
innovator in a research or development lab. They suggest that the more 
effective innovators do "stand apart" from their colleagues in some re­
spects: they adopt different approaches for tackling problems. And yet 
the productive innovators are not isolated; they share their colleagues' 
enthusiasm for certain sources of problems, and they prefer similar kinds 
of social relations. 

Some Further Explorations 

Type of Job. We wanted to check on the scientist's report about the 
usefulness of his original ideas. Did self-described innovators, for example, 
in fact work at jobs requiring high creativity? In a subsequent setting (a 
large industrial laboratory whose data have not generally been included 
in this book), additional questions were asked about the kind of job. 

We found that the perceived usefulness of scientists' original ideas 
was indeed related to replies about their jobs. Among the 350 scientists 
in the subsequent study, there was a significant positive correlation (r = 
.35) between self-rated usefulness of one's original ideas and the degree 
to which the man's job consisted of "pulling together ideas from appar­
ently unrelated areas and forming useful new combinations of them." In 
addition, there was mild but significant negative correlation (r = —.18) 
between usefulness of own original ideas and engaging in standardized 
data collection: "systematic observation and recording of facts about the 
properties of my subject matter." 

Thus we gained some confidence that scientists who reported them-

8Quoted in S. Burry, "The Question of Creativity," Industrial Design, January 1957, p. 32. 



TABLE 2 This is again based on correlations (r's) among similarity to colleagues in several respects and four criteria of performance 
(adjusted for length of experience). Correlations were computed separately for "innovators," that is, those who believed their original 
ideas were highly useful (H), and those who ranked their original ideas of lower usefulness than other functions (L). Other symbols 
are as in Table 1. 

Among the innovators, higher performers tended to be those with colleagues who differed in strategies, style, and orientation, but 
who had similar sources of motivation. But for scientists low on innovation, these types of similarity showed inconsistent patterns. 

Similarity with respect to: 

L H L 

a. Technical strategy 
Contribution 0 + — 
Usefulness + + 0 
Papers/patents* + 0 0 
Reports + 0 0 

b. Style of approach 
Contribution 0 — 0 
Usefulness 0 + 
Papers/patents — + + + 
Reports - 0 0 

E. 
A. B. C. D. Non-

Ph.D's, Ph.D's, Engi- Ass't. Ph.D's, Scorecard 
devel. res. neers scients. res. Net totals 

H L H L H L H L H 

+ 0 + 0 0 - 4 - 1 - 1 
0 - 0 0 - - 0 - 2 
+ - 0 - 0 + +2 - 2 
+ 0 0 - - - ±1 _zl 

+ 4 - 7 

0 + — 0 — I —1 
0 0 - 1 - 5 

+ + - - - +2 - 4 
4 - 0 - - - 2 - 3 

- 2 -13 



c. Orientations 

d. 

Contribution 0 — - 0 
Usefulness 0 — 0 0 
Papers/patents + + 0 — 
Reports + + 0 0 

Motivation sources 
Contribution 0 - 0 
Usefulness 0 + 0 0 
Papers/patents + 0 + + 
Reports + 0 0 + 

Number of persons 25 50 27 24 

0 0 — 0 0 - 1 - 4 
0 0 0 + - 2 - 2 
— — — — + - 2 - 3 

+ — — + - 1 - 1 
- 6 -10 

0 4- 0 - 4 - 1 
0 + — 0 — - 2 + 4 
0 + — 0 — + 0 +3 
0 0 0 + 0 + + +! +4 

- 5 + 10 
80 110 40 30 25 14 

" For engineers, patents were used instead of papers. 
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selves as "innovators" probably performed jobs requiring some creativity. 
Different Kinds of Similarity. We also wondered whether it was correct 

to speak of different kinds of similarity, or whether scientists similar to 
colleagues in one respect would tend to be similar in other respects. 
The fact that similarity in sources of motivation showed different effects 
from the other kinds was one clue suggesting the wisdom of measuring 
each separately. Further confirmation occurred when we examined the 
correlations among the various measures (data not shown). We found that 
each was almost independent of the others, with one exception. Not 
surprisingly, people who were similar to colleagues with respect to career 
orientations also showed a slight tendency to be similar with respect to 
sources of motivation (mean r across five analysis groups = .22). Despite 
this positive relationship, the two measures had shown opposite effectsl 

In short, it made sense to distinguish different kinds of similarity. Sci­
entists who resembled their colleagues in one respect might or might not 
do so in other respects. 

Results for Main Colleague. We wondered whether we would get the 
same results i f we looked at similarity to just the main colleague (the 
one fisted first in order of significance). Our interest stemmed from an 
odd result in the earlier N I H study. There, scientists performed better i f 
they had daily contact with several dissimilar colleagues, but if they were 
similar to their main colleague (and saw him daily). 

This result had originally suggested the "security" concept; perhaps 
one's main colleague should be similar for emotional support, the others 
different for dither. 

We repeated the analysis shown in Table 1 using just the main col­
league, but found nothing new. The results for the main colleague were 
much the same as for the colleagues combined. 

Although the importance of security did appear in other results (for 
example, Table 1), i t did not re-appear in the form that had first sug­
gested it. 

Results for Supervisor. We also looked at similarity between the sci­
entist and his administrative chief. These steps produced nothing. So far 
as we could tell, it did not matter whether a scientist was similar to his 
chief. 

Mixtures of Similarity and Dissimilarity. As another follow-up on the 
earlier results, we wondered whether it might be desirable (on any given 
measure of similarity) to have a mixture among various co-workers, for 
example, to have a chief who was similar and a main colleague dissimilar; 
or to have these two individuals similar and the remaining four colleagues 
dissimilar. Numerous patterns of this sort were explored for each measure, 
but none of them proved fruitful . 
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Two Other Similarity Measures. Up to this point we have described 
four aspects in which a scientist might be similar to his colleagues, his 
main colleague, and his supervisor. All of the analyses described previ­
ously included two additional similarity measures: similarity in past work 
experience and similarity in research role. The first considered the type 
of institutions (industrial, university, government, etc.) the respondent and 
the person wi th whom he was being compared had worked in previously. 
The second compared people according to the research roles for which 
they thought they were most useful—providing technical know-how, 
critical evaluation, etc. Neither of these similarity measures related to 
performance. 

SUMMARY AND IMPLICATIONS 

The question-and-answer format will be used to explore some possible 
meanings of these results. 

Would you start by summarizing the major findings in a few words? 

Certainly. These findings were not strong in magnitude, but they were 
reasonably consistent. Scientists tended to perform better if they named 
as colleagues individuals from whom they differed in the strategy of tack­
ling technical problems, and in the style of approach to the work— 
abstract versus concrete, broad versus deep, etc. At the same time, sci­
entists did a little better if they named as colleagues individuals similar 
to themselves in their sources of motivation—kinds of problems or types 
of social relations preferred. The findings were sharper for "innovative" 
scientists, those who rated themselves useful to colleagues for having 
original ideas. But similarity or dissimilarity to the immediate chief did 
not seem to matter. 

Isn't there an inconsistency there? Can you reconcile the opposite 
results for different measures of similarity? 

Actually, the two findings make good sense. Differences between the 
scientist and his colleagues in their technical strategy or approach to the 
work may provide the intellectual jostling or "dither" which is needed 
for really creative work. On the other hand, similarity to colleagues in 
motivational sources—types of problems and social relations—may supply 
emotional "security" necessary to sustain the anxieties of creative activity. 

What about your results for dissimilarity in career orientations—whether 
the man is mainly driving toward scientific contribution or toward higher 
status in the organization? Don't you have some trouble fitting these 
results with the others? 
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We're somewhat puzzled. Similarity in career interests, on the surface, 
would seem to denote common interests in much the same way as sim­
ilarity in motivational sources. And we found, in fact, a mild positive 
correlation between the two measures. Yet the effects on performance 
were opposite. One point to consider is that this measure seemed to work 
mainly for engineers. Perhaps among engineers these measures convey 
genuine intellectual differences. The science-oriented engineer may take 
an abstract or long-range approach; the status-oriented engineer, concerned 
no doubt with practical pay-off, may take a concrete or short-run ap­
proach; and each may benefit by this conflict in ideas.8 

What do you make of the fact that several of the results from your 
earlier study were not confirmed in your present data? 

We were disappointed, naturally. But, of course, one purpose of the 
present study was to see what findings might show up consistently across 
several settings. And even i f the early results were not strictly confirmed, 
they were valuable. They led to the formulation of general concepts such 
as "dither" and "security"; and these have appeared in a number of other 
results, though not in the exact form which originally suggested them. 

We'd like to emphasize a parallel between these results and some to 
be presented in Chapter 13 on group age. I t wi l l be shown there that in 
effective older groups the members respected one another, but they 
maintained an atmosphere of "intellectual tension." Similarly, William 
Evan obtained data suggesting that effective industrial groups had per­
sonal harmony or liking, but considerable intellectual conflict. 1 0 

All these results point to the conclusion that scientists can benefit from 
those colleagues with whom they are personally compatible (in the sense 
of sharing common enthusiasms and working habits), but at the same time 
are intellectually competitive. Maybe that's not a very profound state­
ment. But it does help to correct an oversimplified assumption that is 
sometimes made—that to work together, members of a group must be 
"cooperative" and "compatible" in all respects, and that the man who 
is "different" has to be isolated, or else he'll ruin the morale of the others. 

Suppose that all you say is right. What difference does it make to me, as 
a research manager, in the way 1 run my lab? Are you suggesting that I 
can change the interests and motivations of my people to make them 
more compatible or more competitive? 

eChecking back to our data, we found, in fact, that among engineers similarity in orien­
tation correlated modestly (r = .20) with similarity in style, although for other groups 
there was no relation. 
, 0 W . M. Evan, "Conflict and Performance in R At D Organizations: Some Preliminary 
Findings," Industrial Management Review, 1965, vol. 7, no. 1, pp. 37-46. 
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You might be able to do more to stimulate new interests than seems 
at first feasible—see some of the suggestions at the end of Chapter 11, 
for example. But let's consider some of the easier steps you could take. 
From time to time you wil l be setting up new sections, reorganizing 
departments, and pulling together committees to coordinate new projects. 
Usually you w i l l consider mainly the technical content of what each man 
brings to the new group. According to our results, you should give weight 
to motivations as well. 

With some thoughtful interviewing, you can probably select a group 
who wi l l respect one another, share common enthusiasms, and prefer 
similar methods of working together. Maybe you already do this—you try 
to see that they wil l be compatible. But you should also try to put into 
the same group individuals with different modes of intellectual function­
ing: one man who works with his "head," another more with his "hands"; 
one individual who likes to map out a long-range, systematic approach, 
another who enjoys wrestling with short-range puzzles. Then name as 
coordinator someone who wi l l see to it that these people exchange ideas 
vigorously. 

There is another point that will make your job easier. Groups of diverse 
composition are mainly important in areas where you are hoping for 
really creative approaches. For other parts of your laboratory that deal 
more with standardized tasks, diversity in group composition won't matter 
so much. 

And finally, there are certain symptoms that you can watch for. I f you 
find your staff members arguing hotly, and coming back the next day to 
argue some more, good! I f you find them nodding politely to each other, 
or even enjoying the same social activities, without shop-talk—not so 
good! They are not gaining the ful l benefit of intellectual jostling. The 
potential dither may be there, but it is dormant. 

How can you awaken it? That may call for some creative manage­
ment. One possible way: set up periodic seminars or conferences on cur­
rent unresolved problems, and invite several individuals to discuss how 
they would approach these—where you suspect that each individual wi l l 
use a rather different approach. This may set off sufficient debate to 
spill over into other areas of their work. 



9 
CREATIVITY 1 

Creative Ability Enhanced Performance on New 
Projects with Free Communication but Seemed 
to Impair Performance in Less Flexible 
Situations. 

Scientists, like other people, vary in their ability to be creative. 
Although some jobs in science are of a purely routine nature, it 
is commonly believed that creative ability is a useful attribute 
for many types of scientists. We measured the creative ability of 
some of our scientists and engineers and related it to their per­
formance. 

Did the scientist with high creative abilities consistently out­
perform the less creatively able ones? Our data said "no." 

Were there certain situations which affected the "payoff" from 
creative ability? Our data said "yes." Tliis chapter tells of our 
explorations and discusses these situations. 

The chapter wi l l first describe some of the distinctions we made in 
thinking about creativity, and some ideas about how the environment 
may affect creative payoff. Then it wi l l describe how we measured the 
creative abilities of some of the scientists. And finally, i t wi l l identify 
some of the environmental situations which seemed to be important 
when one tries to help creative people do their best. Many aspects of 
the environment didn't seem to make much difference; these wi l l be 
briefly described. 

Creativity, Creative Ability, Originality, and Productivity 

Before turning to the data, several concepts need to be distinguished 
which have often been used rather loosely. 

"Creativity," as we wil l use the term, is a characteristic of a person's 
output—his work, his performance. When we say a person's work shows 

'A previous analysis of these data formed part of a doctoral dissertation by F . M. Andrews, 
"Creativity and the Scientist," University of Michigan, 1962. A shortened version appeared 
as "Factors Affecting the Manifestation of Creativity by Scientists," Journal of Personality, 
1965, vol. 33, no. 1, pp. 140-52. The analysis reported here was mainly supported by a 
grant from the National Institutes of Mental Health. 

154 
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high creativity (or that the person is "creative"), it means that others 
have found his performance both original and in some way useful. Orig­
inality is simply the quality of being different or unusual. Many people 
can propose unusual solutions to problems. People in mental hospitals 
frequently do this. But whether the unusual solution meets the speci­
fications of the problem, that is, whether it is useful, determines whether 
an original solution is creative. Thus creativity implies originality, but 
original products may or may not be creative. 

"Creativity" is sometimes used synonomously with "productivity." 
These two need to be distinguished also. A scientist, or anyone else, may 
be highly productive in a routine way. I f so, although he is productive, 
he is not being creative. Only if his productivity is characterized by a 
high degree of unusualness (originality) and usefulness wil l we say that 
the scientist shows high creativity. 

People differ in their ability to be creative, and we would like to 
distinguish creative ability (the potential) from creativity (a characteristic 
of the product). I t may be possible for a person to have high creative 
ability but not actually be creative. Some ideas as to how this might 
occur are the topic of the following section. Before turning to it, how­
ever, it should be noted that creative ability is only one of many abilities 
a person may have. Even though a scientist may have only a small 
amount of creative ability, he nevertheless may be a productive and 
highly valued colleague because he makes good use of other abilities. 

Environmental Effects 
The environment in which a person works may affect the likelihood 

of his making good use of whatever creative ability he has. Without 
pretending to be able to describe the entire creative process, we can per­
haps identify gross aspects of i t . 

It seems reasonable to expect that somehow a person first must get 
an original idea which is useful for the problem at hand. (His capacity 
for getting such original and useful ideas is his creative ability.) 

Even after he has the idea, he must be willing and able to make this idea 
known to others. Now the presentation of new ideas may be risky, par­
ticularly when the new idea is contrary to accepted ways of doing or 
thinking about things, or where the suggestion that something could be 
done better implies a criticism of one's superiors or colleagues. Thus, for 
a variety of good reasons, people may be unwilling to suggest whatever 
potentially creative ideas occur to them. 

I f a person has a good idea and is willing to make i t known to others, 
he still may be unable to do so. The message may not "get through" to 
others. Some possible reasons might be that the person lacks the status 
(for example, formal tiaining, reputation, rank, etc.) for others to take 
his ideas seriously; or perhaps there is no direct way for him to convey 
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an idea to a superior who is several rungs up the hierarchy. Thus the 
communicative aspects of a situation may prevent a person from making 
good use of his creative ability. 

Finally, a potentially creative idea may fail to pay off even if a person 
is will ing and able to convey it to others. For a variety of reasons (many 
of them good), a situation may be rather inflexible and therefore not 
open to the shifts which a creative idea would require. For example, 
after several years a research project may have its methods and goals 
clearly denned. The job is to follow the decided-upon route and achieve 
those goals rather than to set off in new directions. There might be 
little opportunity for taking advantage of potentially creative ideas on 
such a project. Thus another aspect of the environment, its flexibility, 
may determine whether creative ability gets translated into creative 
performance. 

"Payoff" from Creative Ability 

There have been numerous studies of the characteristics and back­
grounds of creative people (see, for example, the studies done by Barron,2 

Taylor, 3 or Anne Roe4). There have, however, been few attempts to 
distinguish creative ability from creative performance, and to examine 
the relationship between them in a variety of situations. This latter, in 
effect, asks the question, "What conditions affect the 'payoff from 
creative ability?" or, alternatively, "Under what conditions is the 'payoff 
from creative ability likely to be high?" Our own explorations have 
sought answers to these kinds of questions. 

The Remote Associates Test 

Before factors which might affect the payoff of creative ability in 
scientists could be examined, three kinds of data were needed: a measure 
of the scientist's creative ability, measures of his technical performance, 
and knowledge about the situation in which he worked. The data pro­
vided by the scientists on their questionnaires and by the judges who 
evaluated their performance met the last two needs. Chapter 1 describes 
how these data were obtained. 

When the data were originally collected, however, no measures of 
creative ability were obtained. Therefore, about two years after the first 
data collection, we went back to some of the respondents and asked 
them to take a creative ability test. And 355 did so. 

Z F . Barron, Creativity and Psychological Health, Van Nostrand, Princeton, New Jersey, 
1963. 

3 C . W. Taylor, "A Tentative Description of the Creative Individual," A Source Book for 
Creative Thinking, S. J. Parnes and H. F . Harding (eds.), Scribners, New York, 1962. 
4 Anne Roe, The Making of a Scientist, Dodd, Mead, New York, 1953. 
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Of the numerous ways which have been proposed to measure creative 
ability, we chose a test developed by S. A. Mednick, the Remote Associ­
ates Test.5 

In several studies based on widely different groups of people (archi­
tecture students, psychology graduate students, school children, and IBM 
suggestion award winners) Mednick and others have found that people 
earning high scores on the Remote Associates Test (RAT) tended to be 
rated as highly creative. (It is important to note that in all of these situa­
tions there were probably few environmental constraints.)6 

The test itself is a timed pencil-and-paper test which requires the 
person taking it to find a fourth word which can be associatively linked 
with three other words. For example, given the three words, "rat," "blue," 
and "cottage," the person taking the test would have to write "cheese" 
to get the item correct (rat-cheese, blue-cheese, cottage-cheese). Mednick 
argues that the mental process required for answering this type of item 
is the same as the mental process used in being creative. This is an ability 
to think of things which are not commonly associated with the "inputs" 
of the situation, but which can be so associated, and which at the same 
time meet the requirements for a good solution. Although it is not diffi­
cult to think of unusual associations, it is harder to think of associations 
which are both unusual and useful. In the foregoing example, "cheese" 
is not the word which is most commonly associated with any of the 
three given words. However, only "cheese" meets the requirements of 
being colloquially linked to all three. Obviously, the test requires an 
excellent command of American English, and several foreign-born re­
spondents had to be omitted from the analyses to be described. 

Creative Ability and Technical Performance 

Our first attempts to relate creative ability and technical performance 
were disappointing. Scores on the RAT were correlated with each of 
the four criteria of performance. In each of the five analysis groups, the 
relationships were inconsistent and close to zero. These performance 
measures had been adjusted for length of experience (see Chapter 1), 
but analyses with the unadjusted measures indicated that the lack of 
relationships was not due to the adjusting process. 

Of course, all scientists and engineers did not have an equal opportunity 
or desire to perform creatively. Thus one of the first analysis steps was 
to separate them on the basis of their responses to a combination of 

'Mednick has discussed the theory on which he developed the Remote Associates Test in 
"The Associative Basis of the Creative Process," Psychological Review, 1962, vol. 69, 
pp. 220-32. 

'Validity coefficients ranged from .4 to .7. Details are available in S. A. Mednick and 
M. T. Mednick, Manual.- Remote Associates Test, Form I, Houghton Mifflin, Boston, 1966. 
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four items which seemed to indicate their desire for being creative. 
These items were: self-estimated effectiveness at creativity, self-estimated 
usefulness in providing original ideas to others, a preference for mapping 
broad features of new areas (leaving the detailed study to others), and 
a belief that the respondent was not very effective at tasks requiring 
methodicalness.7 Even this separation of respondents did not produce 
results which seemed meaningful. 

Thus creative ability alone (as measured by the RAT) seemed a very 
poor predictor of a man's scientific performance. Some scientists who 
got high RAT scores performed well, but about an equal number did 
poorly. 

I t wi l l be left to the reader to decide for himself whether he considers 
these results discouraging. On the one hand, they may indicate that even 
the scientist with low creative ability can play a useful role; on the other, 
they could indicate that the labs from which our scientists were drawn 
were not making good use of the creative abilities of their personnel. 
(Of course, another interpretation is that the creative ability test was 
not actually measuring that ability. However, data wi l l soon be presented 
which indicate that creative ability, as measured by the RAT, did relate 
to scientific performance—in certain situations.) 

Situations Which Affected the Payoff of Creative Ability 

Having discovered that creative ability, as measured by the RAT, was 
(by itself) a poor predictor of performance, we asked a somewhat different 
question. Were there particular situations in which high creative ability 
would pay off handsomely in terms of high performance? Or were there 
situations (perhaps opposite to the previous situations) in which the 
most creatively able people would do exceptionally poorly? I f situations 
which affected the payoff from creative ability were identified, they 
might explain the lack of any direct relationship between RAT scores 
and performance. 

As previously outlined, we had a number of expectations about the 
type of situation which might affect the payoff. Where a person was 
unwilling or unable to make creative ideas known to others, or in inflex­
ible situations, the gain was expected to be low. These ideas provided 
a rough guide to the type of factors to be considered. We did not limit 
ourselves to these factors, however, and explored freely where other 
features of the situation promised to be interesting. 

Time in Area; Time on Project. One factor which produced consistent 
and fairly marked effects seemed to be a time effect. I t was found that 

7 The items proved to be interrelated in each of the primary groups and were combined 
into a single index score which weighted the items approximately equally. 
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creative ability was more helpful (had higher payoff) for those who had 
been working in their area of specialization, or on their main project, 
for a short time. Tables 1 and 2 show the data. 

Since it was only after a complex analysis that these results emerged, 
the tables are themselves complex. Time wil l be taken to describe how 
Table 1 was constructed, and, therefore, how the analysis was done. 

Each of our five major groups was divided into two subgroups accord­
ing to whether the scientist had been specializing in the area in which 
he was most proficient a relatively long or short time. The questions 
used for determining this are shown in the following box. 

Question 2. Within a discipline or field, an individual may develop an 
area of specialization—a content area about which he knows a great deal. 
If you have such areas of specialization, please list them below in order 
of proficiency. (L imi t to areas in which currently active.) 

spuestion 3. Approximately how long ago did you begin working actively 
in each area of specialization just listed? 

[Respondent checked one of seven categories from "less than six months 
ago" to "ten years ago or more."] 

Then, for each of these subgroups, the relationships between creative 
ability (RAT score) and each of the four measures of performance were 
examined. 

For Ph.D's, the average amount of time spent in the main area of 
specialization was roughly ten years. Thus, compared with their peers, 
those who had spent 0-9 years were relatively new in their area, whereas 
those with ten or more years experience were the old-timers. (Non-Ph.D's 
tended to have specialized in their areas of greatest proficiency more 
recently than the Ph.D's. In each of the non-Ph.D groups, people who 
had six or more years experience constituted the old-timers.) 

The relationship between RAT and output of papers for development 
Ph.D's who were relatively new in their area was mildly positive (r = 
.17); high creative ability went with high output. Since this figure ex­
ceeded an arbitrary cutoff criterion of ± . 1 5 , this is shown in Part a of 
Table 1 by a + sign. For the old-timers, however, the figure was mildly 
negative (r = —.11); high creative ability went with low output. Since 
this was less than our criterion, a 0 appears for this relationship in Part 
b of the table. Had the relationships for the newcomers and the old-
timers been the same, we would have concluded that time in area had 
no effect on the relationships. But the relationships were not the same: 
the payoff from creative ability tended to be higher for the newcomers 
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TABLE 1 The following shows relationships between creativity, as measured by 
the RAT, and four criteria of performance, adjusted for length of experience. The 
five major groups were divided according to the length of time the scientist had 
been working in his major area of specialization, and correlations (r's) computed 
separately for these subgroups. The predominance of positive relationships among 
the newcomers (Part a) indicates that creative ability tended to "pay off" for 
them. Among the old-timers (Part b), however, high creative ability tended to go 
with low performance. Part c takes the same data and shows the difference between 
the two correlations. The predominance of positive differences indicates that 
creative ability helped the newcomers more. (If the correlation or difference was 
at least ±.15, it is shown as a + or —; relationships statistically significant at 
the 5% level are indicated by double symbols.) 

a. Relationships for those a short Papers or Contri- Useful- Scorecard 
time in area of specialization patents f Reports but ion ness 4-'s — 's 

Ph.D's in development labs (N = 21) + 4- + 0 3 0 
Ph.D's in research labs (N-. = 7) 0 4- + 4- 3 0 
Engineers (N = 17) + + + 4- + 5 0 
Assistant scientists (fV = 19) 0 _ 4- 0 1 1 
Non-Fh.D scientists (N = 13) + - + 0 2 1 

14 ~2 

Relationships For those a long 
time in area of specialization * 

Ph.D's in development labs (N = 31) 0 0 0 0 0 0 
Ph. D's in research labs (N = 13) + 0 + 0 2 0 
Engineers (N = 29) 0 0 - - 0 2 
Assistant scientists (N = 30) 0 0 0 - 0 1 
Non-Ph.D scientists (N = 20) 0 - 0 

Q 
5 
s 

Difference: r for short time 
o 

minus r for long time 

Ph.D's In development labs + 4- + - 3 1 
PkD's in research labs - + + 4- 3 1 
Engineers + + + + + 4- 6 0 
Assistant scientists 0 — 4- 4- 2 1 
Non-Ph.D scientists 0 0 4- 4- 2 0 

16 3 

Note: N's vary slightly due to missing data. 

* For Ph.D's. a short time in area was 0-9 years; a long time, 10 or more yean. For other 
groups, these figures were 0-5 and 6 + years, respectively. 
fFor engineers, patents were used instead of papers. 

than for the old-timers. A rough indication of the size of this effect was 
obtained by subtracting the correlation for the old-timers from the corre­
lation for the newcomers. The difference was + .28 and is shown in Part c 
of the Table by a 4- sign. 
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Of course, these correlations were not large, and neither was the 
difference between them. With the small number of cases available, 
none of these relationships was "statistically significant."8 Nevertheless, 
when the same relationships for other performance measures and other 
groups were found, we concluded that the observed trends were probably 
more than just a chance fluctuation. 

As shown by the scorecard in Table 1, the tendency was for creative 
ability to enhance performance of newcomers (note predominance of + 's 
in Part fl), whereas it may even have hurt the performance of old-timers 
(Part b is mainly O's and — s). These findings are combined in Part c, 
where the predominance of positive differences indicates that creative 
ability tended to help more (or hurt less) for those who had specialized 
in their area for only a relatively short time. 9 

Table 2 is set up in the same way as Table 1. Instead of splitting the 
groups according to length of time in main area, in this table they were 
split on length of time on most important project (see the following box). 

Question 6. Please list below the major projects or assignments on 
which you are working, or for which you have supervisory responsibility. 
Often these will correspond to separate budget items. List in order of 
importance to you. 

Question 7. Approximately how long have you been working on each 
project or assignment listed? 

[Respondent checked one of six categories from "less than six months" to 
"five years or more."] 

Again, the tendencies were for creative ability to enhance the perform­
ance of scientists who had been working on their projects a relatively 
short time, and to detract from the performance of those who had been 
involved longer. 

Thus i t seemed that the person with high creative ability was most 
useful when he was a relative newcomer to a project or an area. Perhaps 
this was the time when there was still sufficient flexibility for creative 
ideas to have their impact. After a person had been engaged in an area 
of specialization or on a project for a relatively long time, the useful 
work may have consisted in following out the leads developed earlier 
rather than developing new ones. 

"Since many factors are known to affect scientific performance, we did not expect to find 
many relationships large enough to reach statistical significance. 
9Some tables (including Table 1) are based on fewer than the 355 scientists for whom we 
had RAT scores because certain data were not available for those scientists who answered 
the "short form" of our questionnaire. 
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TABLE 2 The following shows that creative ability paid off more for those who 
had been on their main project a short time than for those who had been involved 
longer. As in Table 1, correlations (r's) were computed between creative ability 
and four criteria of performance separately for subgroups determined on the basis 
of years spent on the main project. (If the correlation or difference was at least 
±.25, it is shown as a + or —; relationships statistically significant at the 5% 
level are indicated by double symbols.) 

Relationships for those Papers or Contri­ Useful­ Scorecard 
0-2 years on project patents* Reports bution ness + "s — 's 

Ph.D's in development labs (fV = 21) + + 0 + 3 0 
Ph-D's in research labs (N, = 8) 0 + + + 3 0 
Engineers (N = 36) 0 0 0 0 0 0 
Assistant scientists (rV = 30) 0 - + + 2 1 
Non-Ph.D scientists (* = 22) + — — 1 

9 

3 

4 

Relationships for those 
3+ years on project 

Ph.D's in development labs (fV = 33) — _ 0 _ 0 3 
Ph.D's in research labs (N = 11) + 0 + 0 2 0 
Engineers (N = 12) 0 + — — 1 2 
Assistant scientists (N = 28) 0 0 _ 0 3 
Non-Ph.D scientists (N = 11) — — — — 0 

~3 

4 

12 

Difference: r for short time 
minus r for long time 

Ph.D's in development labs + + + + 4 0 
Ph.D's in research labs — + + 3 1 
Engineers 0 — + 4- 2 1 
Assistant scientists 0 — + + 4- 3 1 
Non-Ph.D scientists + 0 0 0 1 

13 
0 
3 

Note: N's vary slightly due to missing data. 

'For engineers, patents were used instead of papers, 

A recent study by Houston and Mednick 1 0 suggests that the more 
creative scientists may themselves prefer movement to new projects and 
areas. Houston and Mednick found that people with high RAT scores 
showed a higher "need for novelty" than those with low RAT scores. 
Further evidence is provided by Barron, 1 1 who found that his most 

1 0 J . P. Houston and S. A. Mednick, "Creativity and the Need for Novelty," Journal of 
Abnormal and Social Psychology, 1963, vol. 66. pp. 137^11. 
1 1 F . Barron, "The Needs for Order and Disorder as Motives in Creative Activity,'' Scientific 
Creativity: Its Recognition and Development, edited by C . W. Taylor and F . Barron, John 
Wiley and Sons, New York, 1963. 
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creative subjects preferred complex things and enjoyed bringing order 
out of chaos. This may be precisely the kind of activity involved in 
making the first attack on a new project or area of specialization. 

We wondered whether these findings were an artifact due simply to 
younger people making better use of their creative abilities. This was 
checked by o!ividing the groups into relatively young and old subgroups 
and examining the relationships between creative ability and performance 
in each subgroup, as in Table 1. Age proved to have no consistent effect 
on these relationships. We also looked at differences in career level and 
found that creative ability was likely to be just as helpful for the senior-
level scientist or research supervisor as it was for junior or intermediate-
level scientists. (Data not shown.) Thus the findings shown in Tables 1 and 
2 seemed not to be attributable simply to differences in the age or career 
level of the scientist. 

Coordination in Chiefs Group. One other factor was found which 
affected the payoff of creative ability for all five of our groups of sci­
entists. This was the degree of coordination within the group headed by 
the scientist's chief. Creative ability tended to help more in groups 
which were relatively uncoordinated. Using the same methods as in 
Table 1, but splitting the groups according to the scientist's estimate of 
the coordination in his chiefs group, the data shown in Table 3 were 
obtained. The actual question is shown in the following box. 

Question 25. To what extent do members of the group headed by your 
chief coordinate their efforts for some common objective? 

Coordination of effort is: 
Nil; each member's work is separate from rest 
Slight; for about one-quarter of the work 
Moderate; for about half of the work 
Substantial; for about three-quarters of the work 
F u l l ; almost all the work within the group is coordinated 

Not surprisingly, the degree of coordination seen by Ph.D's was some­
what less than the coordination experienced by assistant scientists and 
engineers. Nevertheless, each scientist was compared with his peers to 
determine whether coordination was relatively high or low. 

The predominance of positive differences in Part c of Table 3 shows 
that creative ability paid off more in relatively uncoordinated groups. 
In uncoordinated groups it tended to enhance performance (see Part a), 
but it hurt performance in coordinated ones (see Part b). Although one 
cannot say for sure, i t seems reasonable to think that this may be another 
manifestation of the "flexibility phenomenon": a scientist with creative 
ability needs room to act on his ideas and hunches. Work teams which 
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TABLE 3 The following shows that creative ability was more likely to enhance 
performance wfien activities within the chief "s group were only loosely coordinated. 
The relationships between creative ability and four measures of performance 
tended to be positive for scientists in loosely coordinated groups (Part a), but 
tended to be negative for those in tighdy coordinated groups (Part b). (If the 
correlation or difference was at least ±.15, it is shown as a + or —; relationships 
statistically significant at the 5% level are indicated by double symbols.) 

Relationships for those in Papers or Contri­ Useful­ Scorecard 
loosely coordinated groups' patents f Reports bution ness + 's — 's 

Ph.D's in development labs (N = 23) 0 + 0 0 1 0 
Ph.D's in research labs (N = 11) + + + + 4 0 
Engineers (N = 27) 0 + 0 0 1 0 
Assistant scientists (N = 23) 0 0 0 _ 0 1 
Non-Ph.D scientists (JV = 19) 0 0 0 0 0 

ft 
0 

I 

Relationships for those in 
i 

tightly coordinated groups* 

Ph.D's in development labs (N = 29) 0 — _ 0 0 2 
Ph.D's in research labs (N= 7) 0 0 0 0 1 
Engineers (N = 18) 0 0 _ 0 2 
Assistant scientists (N = 30) — _ 0 0 0 2 
Non-Ph.D scientists (N = 12) + - - — 1 3 

I 10 

Difference: r for hose 
minus r for tight 

Ph.D's in development labs + + + + 0 4 0 
Ph.D's in research labs + + + + 4 0 
Engineers - + + + 3 1 
Assistant scientists + + 0 0 2 0 
Non-Ph.D scientists - + 0 + 2 1 

15 2 

Note: N's vary slightly due to missing data. 

* For Ph.D's and non-Ph.D scientists, loose was defined as "slight" or less, for other groups 
this was "moderate" or less. Scientists who indicated higher levels of coordination were 
considered to be in relatively tightly coordinated groups, 
t For engineers, patents were used instead of papers. 

coordinate their activities closely to attain the team's mission may pro­
vide effective means for achieving an objective but, the data suggested, 
may stifle creativity. 

We also looked at several measures of the scientist's influence and 
autonomy, and describe these now. 

Influence. Chapter 2 showed that the ability of a scientist to influence 
those who make decisions about his goals seemed to be associated with 
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performance (see Chapter 2 for the wording of the question). Scientists 
with more influence tended to perform at higher levels. Would influence 
affect the relationship between creative ability and performance? Our 
expectation was that scientists who could influence those around them 
would make more effective use of their creative ability. These scientists 
might be more able and willing to suggest new ideas, and might be 
better able to get others to act on these new ideas. As shown in Part c 
of Table 4, this expectation was supported for three of the groups—the 
Ph.D's in development or research labs, and the non-Ph.D scientists. 
The effects of influence were inconsistent, however, for the engineers 
and assistant scientists. Part a of Table 4 shows that high influence 
enhanced the payoff from creative ability for Ph.D's in development 
labs (but not other groups). On the other hand, creative ability appeared 
to hurt the performance of non-Ph.D scientists who lacked influence 
(note Table 4, Part b). 

There was another item which measured a somewhat different form 
of influence—the ability of a scientist to influence the person with most 
weight in deciding his resources. The groups were also split according 
to this item, and results were roughly similar to those shown in Table 4. 
Although the items were positively related (people who had high influence 
with respect to goals also tended to have high influence with respect to 
funds), the relationship was not very strong. The important thing appeared 
to be that scientists who felt they could influence others who made impor­
tant decisions about their work were likely to have higher gains from 
their creative ability. 

Further investigation showed, however, that getting high payoff was 
not simply a matter of a scientist having freedom to do whatever he 
pleased. The groups were split on still another item—the scientist's 
perception of his own autonomy (his own weight in decisions about 
his goals, see Chapter 2 for question wording). This factor produced no 
consistent effects on the relationships between creative ability and per­
formance. Thus a scientist with great freedom himself might or might 
not get high gains from his creative ability; the important thing seemed 
to be his ability to influence the other people who affected his work. 1 2 

Dedication. Another factor which we thought might affect the payoff 
from creative ability was the scientist's dedication to his job. Scientists 
who were strongly involved in their work might have been more likely 
to achieve creative ideas and communicate them. 

The data provided some surprises. Our expectation was confirmed 
for Ph.D's in research labs, among whom the general level of involvement 

1 2 Unfortunately there were too few cases to examine the effect of particular patterns of 
influence sources, as described in Chapter 2. 
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T A B L E 4 The following shows that being able to influence the person who has 
most weight in determining one's technical goals enhanced the payoff from crea­
tive ability for Ph.D's in research or development, and non-Ph.D scientists; the 
effects of influence were mixed, however, for engineers and assistant scientists 
(see Part c). As in previous tables, we compared the strength of the correlations 
(r's) between creative ability and four criteria of performance in subgroups of the 
respondents. (If the correlation or difference was at least ±.15, it is shown as a 
+ or —; relationships statistically significant at the 5% level are indicated by 
double symbols.) 

a. Relationships for those Papers or Contri- Useful- Scorecard 
with high influence* patentst Reports bution ness +'s —'s 

Ph.D's in development labs (N 40) 0 0 0 0 0 0 
Ph.D's in research labs (N = 5) + + + + 4 0 
Engineers (N = 34) 0 0 0 — 0 1 
Assistant scientists (N = 15) + — _ 1 3 
Non-Ph.D scientists (N = 22) 0 0 0 0 0 0 

5 4 

Relationships for those 
with low influence* 

Ph.D's in development labs (N = 15) 0 0 0 0 0 0 
Ph.D's in research labs (N 14) 0 0 0 0 0 0 
Engineers (N = 15) — 0 0 + 1 I 
Assistant scientists (N = 41) 0 _ 0 0 0 1 
Non-Ph.D scientists (N = 11) - - - 0 

1 

5 
7 

Difference: r for high 
1 1 

influence minus r for low 

Ph.D's in development labs 0 + 0 + 2 0 
Ph.D's in research labs + + + + 4 0 
Engineers + + 2 2 
Assistant scientists + 0 _ 1 2 
Non-Ph.D scientists + + + + 4 0 

13 4 

Note: N's vary slightly due to missing data. 

'For research Ph.D's, high influence was defined as "great" or more, for all other groups 
this was "considerable" or more. Scientists who indicated lower levels than these were 
considered to have relatively low influence. 

tFor engineers, patents were used instead of papers. 

was higher than in any of our other four groups. Among research Ph.D's, 
creative ability tended to pay off more for those who were very highly 
involved than for those who were less involved. But for the four other 
groups of scientists, results were exactly opposite to expectation! Those 
who were not especially involved in their work were the ones who got 
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high effects from their creative ability. Creative ability was associated 
with low performance among those most highly involved. 

In Table 5, which shows the results, the predominantly negative 
differences for the first four groups listed in Part c indicate that among 
these types of scientists high involvement was not the better condition 
for creative payoff—it was better to be less involved. 

TABLE 5 This again shows relationships between creative ability and four 
criteria of performance. This time the groups were subdivided according to degree 
of involvement in work. Among research Ph.D's, creative ability tended to show 
higher payoff if the scientist was highly involved {note the positive differences in 
Part c). Among the other four groups, the higher payoff came from those whose 
involvement was lower than average (note the negative differences). (If the correla­
tion or difference was at least ±.15, it is shown as a + or —; relationships sta­
tistically significant at the 5% level are indicated by double symbols.) 

a. Relationships for those Papers or Contri- Useful- Scorecard 
highly involved in work' paten tst Reports buttons ness + 's —'s 

Ph.D's in development labs (N = 24) 0 0 0 0 1 
Engineers (N = 11) + 0 - 1 3 
Assistant scientists 42) 0 - 0 _ 0 2 
Non-Ph.D scientists (N = 21) - 0 - - 0 3 

Totals (omitting research Ph.D's) ~ I 9 

Ph.D's in research labs (N = 11) + + + + 4 0 

Relationships for those 
moderately involved in work* 

Ph.D's in development labs (N = 32) 0 + 0 0 1 0 
Engineers (N = 39) 0 0 + + 2 0 
Assistant scientists (N=: 17) + - + + 3 1 
Non-Ph.D scientists (fV = 12) + 0 + 0 2 0 

Totals (omitting research Ph.D's) ~ I 1 
Ph.D's in research labs (N = = 7) + + 0 - 2 1 

Difference: r for high involvement 
minus r for moderate 

Ph.D's in development labs 0 _ 0 _ 0 2 
Engineers + 0 — 1 3 
Assistant scientists — 0 _ 0 4 
Non-Ph.D scientists 0 - — 0 4 

Totals (omitting research Ph.D's) ~1 13 
Ph.D's in research labs 0 + + + 3 0 

Note: A/"s vary slightly due to missing data. 

"For Ph.D's and engineers, highly involved was defined as "very strongly" or more, for 
other groups this was "strongly" or more. Scientists who Indicated lower levels of involve­
ment were considered to be relatively uninvolved. 
t For engineers, patents were used instead of papers. 
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We don't have a ready explanation for these results. One speculation 
is that scientists need a certain detachment to be creative. Perhaps the 
Ph.D in the research lab has i t because of his status and what the world 
expects of him. Involvement helps him to focus on the problem. Among 
more applied scientists, however, involvement may heighten the pressure 
to follow paths known to lead to a solution. For them, the detachment 
needed to try unknown alternatives may come only with lower involvement. 

Communication. Another of the factors we expected would be impor­
tant in enhancing creative performance was communication. Before a 
creatively able person's ideas can become recognized, they must be 
communicated to other people—his superiors and colleagues. Without 
adequate communication potentially creative ideas may go unrecognized. 
Also, communication might itself stimulate the generation of new ideas. 

I t was a problem to know how to measure the "adequacy of com­
munication,*' for communication occurs in many ways. One factor ex­
amined was the frequency with which a scientist communicated with 
his chief and colleagues. The question is shown in the following box. 

Question 41. As a general rule, how frequently do you communicate 
with each of your supervisors and colleagues on work-related matters? 
(Whether by conversation, memos, seminars, etc.) 

Supervisor Colleagues 

i ~u m iv v vT 
F e w times a year, or less 
F e w times a month 
F e w times a week 
Daily 

The effects of these items, as shown in Parts I and I I of Table 6, were 
in accord with our expectation for the engineers, but showed marked 
inconsistencies for the other four groups. For engineers, those who were 
in contact with their supervisor and/or colleagues relatively frequently 
were likely to get greater gains from their creative ability. 

Why the expected effects did not appear for the other groups is not 
clear. Perhaps these items inquiring about frequency of communication 
were not sensitive enough to tap differences in the ability of creatively 
able people to get their ideas across to others. 

In another attempt to measure adequacy of communication, the groups 
were split according to the number of reports or talks prepared by the 
scientist (adjusted for the length of the scientist's experience, as described 
in Chapter 1). The question is shown in the following box. 
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Question 75. Over the past five years, about bow many of the following 
have you had: 

Unpublished technical manuscripts, reports, or formal talks (either inside or 
outside this organization) 

We reasoned that if a person wrote more than the average number of 
reports for scientists of his type and experience, then perhaps his ideas 
would have a better than average chance of being communicated to 
others. This measure of communication produced consistent effects in 
the expected direction for two groups: the research Ph.D's and the 
assistant scientists. Those who wrote an above-average number of reports 
tended to be helped more by their creative ability (see Table 6, Part I I I ) . 
Results for the other groups were mixed, but none was consistently oppo­
site to expectation. 1 3 

Thus our general expectation that good communication would enhance 
the payoff from creative ability was substantiated for three of the five 
groups. Other groups showed inconclusive results which may have re­
flected a need for more sensitive measures of communication. 

Some Factors which Did Not Affect the Relationship between 
Creative Ability and Performance 

So far, a number of factors have been identified which seemed to 
affect the payoff from creative talent. A number of other factors were 
interesting because, surprisingly, they did not affect it. 

For example, it is sometimes assumed that supervisors who are "sup­
portive"—offering enthusiasm or appreciation—provide settings which 
are auspicious for creativity. However, the data, based on the scientist's 
perceptions of his supervisor, showed no consistent effects. High per­
formance was as likely to accompany creative talent under nonsupportive 
supervisors as under supportive ones. The supervisors' own creative 
ability was also examined, with the thought that those having high talent 
might be particularly sensitive to such talent in their sulwrdinates. Again, 
no consistent effects. 

Certain characteristics of the scientist himself, his environment, and 
his work also seemed to be unimportant with respect to the usefulness 
of creative ability. Included among these were the scientist's independ­
ence, his orientations toward science and his organization, the way he 

1 3 T h e groups were also split according to output of published papers or patent applications. 
No consistent effects were observed. 



TABLE 6 The following shows the effects of three communication items on the 
relationship between creative ability and performance. The effects, as in previous 
tables of this chapter, are indicated by the magnitude and sign of the difference 
between correlations (shown in this table). Frequent contact with chief or col­
leagues enhanced the payoff from creative ability for engineers. An above-average 
output of reports or formal talks enhanced the payoff for research Ph.D's and 
assistant scientists. (If the difference between correlations was at least ±.15, it is 
shown as a + or —; relationships statistically significant at the 5% level are 
indicated by double symbols.) 

Papers or Contri- Useful- Scorecard 
patents* Reports but ion ness 

I. Contact with chief 
+ s - s 

Difference: r for frequent contact 
minus r for infrequent1* 

Ph.D's in development labs 
(N's = 32, 33) 

Ph.D's in research labs 
(N's = 17, 24) 

Engineers0 

(N's = 25, 35) 
Assistant scientists 

(N's = 51, 59) 
Non-Ph.D scientists 

(N's = 32. 28) 

II . Contact with colleagues 

Difference: r for frequent contact 
minus r for Infrequent*1 

Ph.D's in development labs 

+ + 

+ 

+ 

+ 

(N's = 23, 18) 0 0 - — 0 2 
Ph.D's in research labs 

(N's = 11, 4) + 0 0 + 2 0 
Engineers* 

(N's = 17, 28) + + + + + 5 0 
Assistant scientists 

(N's = 21, 28) 0 — + + 2 1 
Non-Ph.D scientists 

(N's = 15. 15) 0 0 — _ 0 2 

Note: N's vary slightly due to missing data. 

'For engineers, patents were used instead of papers. 
b For engineers, frequent contact with chief was defined as "doily," for other groups this 
was "weekly" or "daily." Scientists who indicated lower frequencies were considered to 
have relatively infrequent contact. 
cDifferences are due to positive correlations for engineers in daily contact with their chiefs, 
and correlations close to zero for those with less frequent contact. 
dPeople scored as having "frequent" contact with colleagues indicated an average contact 
of at least several times a week with their 1-5 closest colleagues. Scientists indicating less 
frequent average contact were considered to have relatively infrequent contact. 
'Differences ore due to positive correlations for engineers in frequent contact with col­
leagues, and negative correlations for those in infrequent contact. 

170 
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Papers or Contri­ Useful­ Scorecard 
Output of reports, talks patents* Be ports bution ness + 's - ' s 

Difference: r for above average 
output minus r for below average' 

Ph.D's in development labs 
(N's = 35, 31) 0 - 0 — 0 2 

Ph.D's in research labs* 
(fV's = 28, 19) 0 + + + + 4 0 

Engineers 
(N's = 37, 23) - + 0 + 2 1 

Assistant scientists11 

(N's = 59, 52) 0 + + + + 4 0 
Non-Ph.D scientists 

(N's = 26, 32) + - 0 1 3 

( I n determining whether a scientist's output was above or below average, he was compared 
with other scientists in the group who had comparable lengths of experience. 
"Differences are due to positive correlations for research Ph.D's with high output, and 
negative correlations for those with low output. 
bDifferences are due to positive correlations for assistant scientists with high output, and 
correlations close to zero for those with low output. 

preferred to approach his work, the size of his group, and his autonomy.1 4 

None of these factors seemed to affect the payoff from creative potential. 

S U M M A R Y A N D I M P L I C A T I O N S 

The chapter concludes in the format of a conversation with an imag­
inary research director. 

You folks have cited a great many "factors" which you have looked at. 
W h a t do you consider your main findings? 

Okay, let's summarize. First, creative ability, as we measured it, did 
not relate to any measure of performance for any group of our scientists. 
The reason, however, was because some scientists were in situations 
where their creative ability "paid off" for them, but others were in 
situations where creative ability seemed to hurt their performance. The 
situations which seemed to enhance the payoff from creative ability 
were the following: working on a project or specializing in an area for 
a relatively short time; being part of a work team where coordination 
was not too high, and where one had the ability to influence important 
decision-makers; and having reasonably good facilities for communicating 
new ideas to others. You might say that creative ability was less likely to 

"Chapters 2 and 6 described these measures. 
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pay off, and may even have hurt a man's performance, i f he was in a 
restrictive situation. 

Several times you have commented that creative ability may hurt a 
man's performance. Do you really mean that? 

In at least one sense, we do. Under some conditions the men with the 
high creative abilities did less well than those with less talent. 

Let's consider a hypothetical example of how this might occur. You 
accidentally put a scientist who has high creative ability—that is, who 
is constandy seeing unusual ways of doing a job, or thinking about a 
problem—into a very restrictive situation. When he gets one of his 
potentially creative ideas, he feels he would be risking his job if he were 
to suggest i t ; or he does suggest it, but finds no one wil l listen. Our sci­
entist can't "turn ofT" his flow of new ideas. What might be the result? 
He becomes disappointed and dejected. I f he doesn't leave the job, he 
may slow down, feeling that his talents go unrecognized. Soon he is doing 
less well than his unfrustrated colleagues. In this sense, his creative ability 
is hurting his performance. 

I am still puzzled at why your RAT test didn't always relate to perform­
ance if It is supposed to measure creative ability. After all, that is what 
we want in my lab, creativity. 

Our best explanation is that creative ability can hurt as well as help, 
derjending on the situation. VvTien the statistics for everyone in our sample 
were taken together, the minuses canceled out the pluses. Another hunch 
is that some R & D labs may not want as much creativity as they claim. 
They need experts who can solve problems by well-established tech­
niques. I f so, real creativity won't be rewarded The man with a new 
approach won't have a chance to report or publish it. He won't earn 
higher status, nor even the respect of colleagues. 

You haven't said much about where you found the most creatively able 
people; did they tend to work in particular lands of situations? I am 
wondering whether they are really a "different breed of cats" from those 
who are less creative. . . . 

We looked at this and found that scientists who scored high on the 
RAT test answered the questionnaire pretty much like those who scored 
low. I f creatively able people selected themselves into certain kinds of 
situations and avoided others, the data didn't show it. 

If I believe your findings, what would you suggest I do to make use of 
them in my lab? 
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You probably already have a rough idea which of your scientists are 
likely to come up with new, useful, original ideas. These are your crea­
tively talented people. Some are probably doing well now, others maybe 
not so well, though they may have done well in the past. 

Consider how flexible each man's situation is—as he sees it. Maybe 
encourage the man to take up a new specialty or work on a new project 
if he has been involved in his existing area or project for many years. 
Maybe shift him to a new group where he wi l l have some ability to 
influence the course of events if his present group doesn't allow this. 
I f he is extraordinarily involved in one project, perhaps a challenging 
second project he could "play" with would provide the detachment 
which seems helpful to many scientists. And what are his opportunities 
for trying out original ideas on others? Make sure such opportunities are 
easy to find. 

As a final suggestion, look at the reward system in your lab. Many labs 
say they want creativity, but instead give the biggest rewards to those 
who are productive along well-established paths. I f you want creativity, 
do you reward it when it occurs? 
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AGE 1 

Performance Peaked at Mid-career, then Dropped— 
but Less among Inner-motivated Scientists 
and Those in Development Labs. 

Does the scientists creative potential fall off after reaching its 
peak in his late 30's? If such a trend does occur, are there any 
clues as to why? Are there certain conditions under which scientists 
continue a creative career throughout their life span? 

These were not questions with which our investigation had 
started. But we found ourselves forced to consider them. Some of 
the insights we gained proved valuable in our main task of study­
ing the composition of a stimulating environment. 

This chapter begins with H. C. Lehman's evidence that pioneering 
discoveries in various scientific fields were most likely to occur in the 
late 30's or early 40's, and thereafter declined in frequency. In examining 
our own data, we found one peak of scientific performance at roughly the 
same age, but also another peak 10 to 15 years later. A further breakdown 
showed interesting contrasts among age curves in university, industrial, 
and government settings. A search for factors that might account for 
these differences led to a set of motivational items indicating "inner 
motivation" or self-reliance. Among individuals who were strongly moti­
vated by their own ideas, performance resisted the normal erosion of later 
years. The chapter concludes with some practical suggestions, and ob­
serves that the effects of age apparently may be modified by both external 
and internal "research climates." 

THE "CREATIVE YEARS" 

In 1953, findings by Lehman 2 aroused a controversy which still pro­
vokes debate at scientific meetings: does a scientist's creative potential 

'This analysis was supported by grants from the National Science Foundation. A pre­
liminary version appeared in D. C. Pelz, "The 'Creative Years' and the Research Environ­
ment." IEEE Transactions on Engineering Management, 1964, vol. EM-11, no. 1, pp. 23-29. 
2 H . C . Lehman, Age and Achievement, Princeton University Press, Princeton, New Jersey, 
1853. 
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fall off after reaching its peak in his late 30's? Lehman has continued to 
probe this explosive topic with more documentation3 and usually arrives 
at the same outcome: on the average, the likelihood of outstanding 
achievement peaks in the late 30's and early 40's, and thereafter de­
clines. He found the peaking to appear earlier in abstract disciplines 
(mathematics, theoretical physics), and later in more empirically based 
disciplines (geology, biology). He found the peaking to be sharper for 
the most outstanding achievements, and flatter for minor achievements. 

At first blindly attacked, these findings in some circles have come to 
be just as blindly accepted. (A physicist once remarked to one of the 
authors, " I f you haven't made your mark by 35, you might as well quit 
the field.") 

Instead of continuing to contest the reality of the phenomenon (the 
weight and carefulness of Lehman's data seem to us overwhelming), i t 
would be more creative, we think, to begin examining why. Although 
numerous hypotheses have been advanced, the nature of the causal 
mechanisms has hardly been tested. 

Some of the hypotheses are more flattering to the scientific ego than 
others, (a) The notion of a general decline in intellectual potential with 
age seems not to be supported with existing studies of intellectual abili­
ties.4 (b) A favorite alternative hypothesis is that the more able achievers 
are drawn off into teaching, administration, and committee work not 
productive of scientific output. I f so, then able individuals who continue 
to devote the bulk of their time to research should continue to be just 
as productive. I f we had some way of identifying "ability" other than by 
the man's achievements, this hypothesis could be tested, (c) A third 
interpretation is that after the young scientist has struggled and built 
his reputation, he tends to relax; the strength of his achievement moti­
vation (whether to become famous, or to have the fun of discovering, 
or both) diminishes. I f so, then among those who continue to be achieve­
ment-oriented, the drop in performance should not occur. 

(d) A fourth hypothesis is that as the scientist becomes a specialist, 
he loses the fresh viewpoint needed for breakthroughs. Having made 
a name as an expert in one field, he cuts himself off from discoveries in 
new fields. I t is these discoveries, however, which are the "outstanding 
achievements" in the histories from which Lehman draws his data. I f 
this is the case, those scientists who resist the temptation to specialize 
are more likely to continue achieving. Furthermore, if the scientist 

3 "The Chemist's Most Creative Years," Science, May 23, 1958, vol. 127, pp. 1213-1222; 
'The Age Decrement in Scientific Creativity," American Psychologist, 1960, vol. 15, 
pp. 128-134. 
4 F o r one entry to the literature see Nancy Bayley, "On the Crowth of Intelligence," 
American Psychologist, 1955, vol. 10, pp. 805-818. 
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changes his field periodically, or at least the problems in the area of 
his specialization, his performance should continue on a high level, (e) A 
fifth hypothesis is similar to the fourth, and concerns technical obsoles­
cence: the scientist loses touch with recent advances and grows stale. 
I f so, then time-off periods for study and refresher courses, intensive 
seminars and the like should tend to maintain achievement. 

The Age Curves were Saddle-shaped 

The performance scores used in this and the following chapter were 
different in one important respect from those used previously. Since we 
wanted to see how performance varied with age, it would have been inap­
propriate to adjust the scores for experience and seniority (Adjustment I I , 

70th 
Ph. D's in development labs 
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i i 

S. / s 
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Eta Scientific 
contribution 31 30th 

t; j 0w-all usefulness 22 
I / Published papers .27 • 

T > Unpublished reports .21 

I I I I I ! 
Under 30- 35- 40- 45- 50- 55 yr 
30 yr 34 39 44 49 54 & up 

Number 
of persons 6 31 51 34 25 20 15 

*SU(<sHcaHv significant 

Chart 1-A. For Ph.D's in laboratories where executives stressed product development rather 
than scientific publication, all four performance measures [for the previous five-year period) 
reached a peak when the individual was in his late 40's. All measures sagged in the early 
50's and recovered in the later 50's. For papers published, a mean five-year output at the 
30th percentile would correspond rouglily to 4 papers per man, and a mean at the 70th per­
centile to U per man. For unpublished reports, the corresponding figures would be 5 and 16. 
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Chart 1-B. For these Ph.D's in laboratories stressing scientific publication rather man product 
development, significant scientific contributions were highest in the early 40's {five years 
earlier than in development labs). After a dtp there was another surge in the early 50's. and 
thereafter a sharp decline. Output of unpublished reports showed a similar pattern, although 
over-all usefulness—and to some extent paper publication—continued at moderate or high 
levels at later ages. For five-year paper publication, mean scores at the 30th or 70th percentiles 
would correspond roughly to 5 and 12 per man, respectively; for unpublished reports, 5 atul 14. 

described in Appendix C). Accordingly, adjustments were made only for 
differences attributable to type of laboratory and education level (Adjust­
ment I). 

We then examined how adjusted performance related to chronological 
age, and beheld an intriguing pattern: not one hump per curve, but 
two. One peak did appear during the "creative years" between the late 
30's and late 40's; the maximum varied for different subgroups. But then 
in all groups there was a renascence 10 to 15 years later, in the 50's 
(the comeback was clear in four of the five groups, and hinted at among 
engineers.) The data are plotted in Charts 1-A through 1-E. 

Chart 1-A shows how four performance measures varied by age among 
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Engineers in development labs / 
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Eta Scientific 
contribution .23 30th 
Useful ness 27 

Patents .25 
Unpublished reports 20 

Under 30- 35- 40- 45- 50- 55 yr 
30 yr 34 39 44 49 54 4 up 

Number 
of persons 139 169 117 58 37 10 10 
* Statistically significant 

Chart 1-C. For non-Ph.D's in development-oriented labs not dominated by Ph.D's (called 
"engineers" for simplicity), contribution and usefulness reached a maximum in the late 40's, 
and thereafter dropped sharply, with a slight recovery in the late 50's. Older individuals con­
tinued to patent, however. Possibly they were supervisors drawing on the work of their 
group. Mean scores for five-year patent output at the 30th and 70th percentiles were about 
0 and 2 per man; and for reports, about 4 and 10. 

Ph.D's in development-oriented laboratories. Mean scores for scientific 
contribution (over the previous five years) reached a peak when the 
individual was in his late 40*s, then dropped sharply in the early 50's, 
but recovered in the late 50's. Over-all usefulness showed a similar 
pattern wi th not so sharp a drop, and recovery just as high as before. 

Were these curves affected by the "subjectivity" of colleague rankings? 
Was the late recovery, perhaps, simply a tribute by the senior man's 
colleagues to a lifetime of achievement, in spite of our instructions to 
the contrary? The curves for publication of papers, and writing of un­
published reports, disproved this interpretation. They showed exacdy the 
same trends as the judgments—a clear peaking at 45 to 49 years, then a 
five-year trough, and a recovery at 55 and older. 
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The results for Ph.D's in research-oriented laboratories appear in 
Chart 1-B. A similar set of twin peaks appeared, with the interesting 
difference that the peaks and the trough occurred five years earlier in 
research than in development. Sharpest effects appeared for the judg­
ment of scientific contribution, which reached a maximum in the early 
40's. If we remember that the performance in question occurred over 
the previous five years, and so subtract two or three years from the 
plotted age, this peak is almost identical with that obtained by Lehman 
for outstanding achievements. 

The renascence in the early 50's, however, did not correspond to 
Lehman's trends. Note that it coincided with heavy output of unpublished 
reports, mirrored to a lesser extent by some rise in publications. Perhaps 
this was more a "productive" than a "creative" period. Perhaps the 
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Chart 1-D. Non-Ph.D's in Uiboratories having a heavy concentration of PhD's (for simplicity 
we have called them "assistant scientists") showed a peaking on all measures tn the late 
30's, and another peak 10 or 15 years later. These scientists reached their maximum useful­
ness in the early 50's. The 30th and 70th percentiles for five-year paper publications were 
0 and 4 per man, respectively; for unpublished reports, 1 and 8. 
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Chart 1-E. Among non-Ph.D's in research-oriented government labs containing few Ph.D's. 
the same saddle-shaped trends appeared, with a preliminary peak in the late 30's, and another 
in the late 40's (for contribution and papers) or early 50's (for usefulness and reports). The 
data for age 55 and up, based on only three cases, may be unstable. The 30th and 70th per­
centiles for paper publication were about 0 and 4 per man; for reports, 3 and 8. 

researcher was busy with follow-up studies to confirm his earlier pioneer­
ing. Perhaps as an established professor or section head, his own efforts 
could now be multiplied with the help of graduate students and junior 
associates. 

Note also that despite the sharp drop in scientific value of his work 
in the late 50's, publication of papers continued, and his over-all useful­
ness to the organization remained at a high level. 

The remaining charts show data for nondoctoral scientists. Like the 
Ph.D's in development labs, engineers' performance rose steadily to a 
peak in the late 40's. Then contribution and usefulness dropped pre­
cipitously, wi th a slight recovery in the late 50's (not nearly so complete 
as that of the Ph.D's). There were very few cases over 50, however. 
Perhaps by now the more capable men had moved out of R & D entirely. 
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Another possibility was that these older men were now section heads 
who claimed credit for patents produced by their section (patent output 
continued to climb), even though their own scientific reputation fell 
sharply. 

Chart 1-D shows data for assistant scientists. Again the saddle shape 
appeared clearly in three of the four curves. A preliminary peak occurred 
in the late 30's, followed by a 10- to 15-year sag, with a recovery in 
usefulness, contribution, and reports in the early 50's. Their usefulness 
to the organization was greatest at this age. Since few of them were 
supervisors, one cannot apply the interpretation (which might be ad­
vanced for Ph.D's) that the late recovery was on the work of subordi­
nates. Some characteristic of the individual himself must have been 
responsible. 

Chart 1-E presents the data for our relatively few non-Ph.D scientists. 
Again the saddle shape appeared, rather similar to that of the assistant 
scientists. A preliminary peak in at least three of the measures occurred 
in the late 30's, followed by a 10- or 15-year sag, with a recovery in 
scientific contribution and paper publication in the late 40's, and a peak 
in usefulness and report writing in the early 50's. Only three cases were 
available for the late 50's, so these values may be unstable; three of the 
measures dropped, although this oldest group published phenomenally. 

Some Comments 

The remarkable saddle shape in four of the five groups (echoed faintly 
among the engineers) stands in distinct contrast to the continuing decline 
in Lehman's data for major contributions. That this recovery was not 
simply respect for past achievement is shown by the parallel rise in 
published papers and unpublished reports in these age brackets. Perhaps 
the later contributions will not be noted in histories of the field as land­
marks. But they are probably solid achievements, nevertheless, even if 
they simply extend the breakthroughs of the man's creative 40's. 

Although the saddle-shaped curves surprised us, this was not the first 
time they had appeared. 

Several years ago Pelz was analyzing some data obtained by Seymour 
Lieberman and Leo Meltzer on a nationwide sample of physiologists to 
study the connection between age and number of citations in recent 
annual reviews of discipline. A similar saddle-shaped pattern appeared 
for highly motivated physiologists.5 At the time, he was not sure whether 

5 T h e curves are presented in D. C . Pelz, "Motivation of the Engineering and Research 
Specialist," Improving Managerial Performance, AMA General Management Series, 1957, 
no. 186, pp. 25-46. Available as Publication #1213 from the Survey Research Center, 
University of Michigan. 
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this was accidental or genuine. The persistence of the pattern in the 
present data suggests a real phenomenon. 

When Oberg 6 plotted supervisory ratings of over-all value to the 
organization among scientists and engineers in a large company, he also 
found a bimodal curve. The twin humps were contributed partly, he 
found, by two separate populations—those in research and development 
peaking between 30 and 40, and those in engineering (outside of R & D) 
rising steadily to about age 55. But even within the research labs, there 
was some resurgence in the late 50's. 

What does this recovery mean? When we have discussed it with 
groups of scientists, they have offered several suggestions. By now the 
scientist is a supervisor, perhaps, or a teacher; he stopped producing 
for a while, but now is publishing jointly with subordinates or students. 
Or perhaps the two peaks represent different kinds of contribution: 
the earlier one, creative discoveries; the later one, synthesis of a lifetime's 
progress. Other interpretations focus on the trough more than the peaks. 
In the mid-40's, the man has his heaviest financial needs and family 
troubles. His children are going to college and his marriage may be 
growing stale; he wants a safe, secure job to pay the bills. When the 
crisis period is past, he can return to the risks of a difficult assignment 
or a new job. Then someone always suggests a physiological explanation: 
the male change of life. 

A different idea is the possibility of two distinct subpopulations, 
peaking 15 years apart. I f so, we have thus far been unsuccessful in 
isolating them. 

Whatever the explanation (and with our data most of the foregoing 
hypotheses cannot be tested), there is some reassurance here. The sci­
entific career may be productive for considerably longer than Lehman's 
data would indicate. Productive, but not necessarily "creative" in the 
sense of the outstanding discoveries which Lehman found to peak most 
sharply between 35 and 45. 7 It is important to note that older individuals 
continued to be useful to the organization in many ways, despite their 
drop in strictly scientific achievement. 

One may also note the difference between research and development 
laboratories. Older individuals did better in development. That is to say, 
the peaks and troughs appeared about five years later. It seems likely 
that the research scientists in our sample used up their scientific resources 
at a faster rate, so to speak, than those in development. Or to put it 

*W. Obcrg, "Age and Achievement and the Technical Man," Personnel Psychology, 1960, 
vol. 13, pp. 245-259. 
TCareful scrutiny of Lehman's curves shows that he too sometimes obtained a second, 
lower hump in the Late 50's—note, for example, Table 3 In Age and Achievement (1953). 
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another way, perhaps the wisdom of cumulative experience was more 
useful in development than in research. 

This difference parallels Lehman's finding that abstract disciplines 
{such as mathematics) flourished at an earlier age than those requiring 
extensive observation (geology, astronomy). 

Note one feature of the curves for unpublished reports. Among Ph.D's 
both in development and research, and to a lesser extent for the other 
groups, this measure was the quickest to rise. One has the impression 
that preliminary reports contained the raw material out of which later 
publications and patents, and later scientific reputation, were fashioned. 
As a practical step, the young scientist should be urged above all to set 
down his early work in writing, or at least in the form of notes for 
seminar presentations. He can then rework this in professionally accept­
able form. But without this raw material, produced by age 35, he may 
lack a foundation for solid later achievement. {For more details on this 
suggestion, see the closing paragraphs of Chapter 6.) 

Comparisons among University, Government, and Industrial Settings 

One of the popular interpretations of Lehman's curves is that creative 
scientists become so eminent that they are thrust into supervision, lec­
tureships, and chairmanships; they don't have any more time for research. 

Some data presented in Chapter 4 tend to undercut this argument 
by showing that some time spent in nonresearch activity (provided it was 
not too great) did not detract from achievement. 

But another variation is sometimes advanced—that good people are 
promoted out of research altogether, and the weak ones left behind to 
pull down the curves. The data in Charts 1-A through 1-E were obtained 
from the entire research staff at all levels up through research director. 
If the better people were promoted within the lab, they would appear 
in our data, and their high performance at later ages should pull the 
curves up rather than down. 

How can we tell whether the good people stayed in research? One 
scientist suggested: "Why don't you separate the university scientists 
from those in government? In the university you generally get promoted 
within the ranks; it's in government or industry that the good man may 
get pulled out." And so we did. We divided the research Ph.D's into 
the categories of university and government. And for good measure (not 
because of any prior expectations, but only for the sake of a tidy con­
sistency) we divided the other four groups as well, according to type 
of setting. Some fascinating patterns appear in the following set of 
charts. 

First, let us look at the results for the groups which had started us 
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Ph. D's in development labs 
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Chart 2-A. When Ph.D's in development lahs were separated into those in industry and 
government, the same saddle shape for scientific confriOurion appeared in both. But although 
tlie curve for industrial scientists recovered to the same high level in the late 50's, for the 
government scientists it returned only to average. 

on this area of study—university Ph.D's versus those in government 
research labs (Chart 2-B). ln the late 50's, university men dropped just 
as sharply as did those in government. It is unlikely that the best sci­
entists were promoted to deanships and presidencies (such positions are 
scarce); it is more plausible that the older professors were still in the 
research setting, but contributing less. The "up and out" theory was 
not supported. (As a postscript we might add that the usefulness of the 
older men as teachers and mentors continued high.) 

But look at the interesting contrast with government in the height of 
the two main peaks. After the late-40's trough in the university (which 
was not really low), contribution recovered as high as ever in the early 
50's. ln government, though, the late-40's sag may have been deeper 
(caution: there were few cases to go on), and the 50's recovery was only 
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up to an average level. Why? Let's withhold speculation while we look 
at some more data. 

Chart 2-A shows Ph.D's in development, divided into industrial and 
government settings. Again the twin peaks appeared in both. But whereas 
the general trend in industry was still rising by the late 50's, scientists 
in government had staggered at the early-50's trough, and their comeback 
was only average. 

Comparison of engineers in industry and government (Chart 2-C) 
showed that the marked achievement we saw in Chart 1-C in the late 
40's occurred exclusively in industry. Government engineers reached 
their maximum early, and between ages 30 to 50 the curve was essentially 
flat. Both groups declined sharply after 50, with industrial engineers 
recovering slightly better (on the basis of a few cases). 
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Chart 2-B. After the midSO's, contribution of research Ph.D's dropped eharply, both in uni­
versity and government laboratories. Just before this, university scientists surged back to the 
same high level as in the early 40's, whereas the recovery among government scientists wm 
much lower. 
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Chart 2-C. The high achievement among development engineers in their late 40 s was found 
only in industrial laboratories. Among government engineers, contribution was essentially flat 
during the 30 s and 40's. Both groups dropped sharply in the 50's; the low recovery thereafter 
was slightly better in industry. 

The assistant scientists (Chart 2-D), however, showed a surprising and 
dramatic reversal. It was the assistants in government who climbed 
steadily to high achievement in the 50's, and even after that dropped 
only to average. In industry, however, after good achievement between 
30 and 45, the assistants' contribution plunged, struggled upward in the 
early 50's, then relapsed. Why the difference between subordinate sci­
entists in the two settings? And why the reversal between government 
and industry, compared to the previous charts? Some possible clues 
will soon be discussed. 

Let us pause to summarize some trends. 
First: despite over-all differences in slope, note the remarkable simi­

larity among the two curves in each graph in the incidence of peaks 
and valleys. Ages of best achievement in research labs were similar, 
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whether the individual worked in the university or in government. Ages 
of best achievement in development laboratories were also similar, 
whether in industry or government, whether Ph.D or not. Regardless 
of setting, research men achieved sooner, and dropped sooner, than was 
true in development. 

Second: at the same time, one is struck by the downward tendency 
among older government Ph.D's and engineers. They tended to do well 
at first, and then to decline. But in industry and university, performance 
of Ph.D's and engineers generally improved with age (going by the tops 
of the peaks). 

And third: assistant scientists showed exactly the opposite pattern. 
Was it possible that the same government atmosphere could fail to keep 
the Ph.D stimulated, whereas it encouraged the non-Ph.D? 

Assistant scientists 
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Chart 2-D. A dramatic contrast appeared between assistant scientists in government and 
industry. Those in industry flourished between 30 and 45 and men withered, whereas those 
in government continued to gain in achievement. Later data suggested a sharp difference in 
level of self-direction with increasing age in the two settings. 
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MOTIVATIONAL TRENDS IN THE VARIOUS SETTINGS 

What could account for these institutional differences in the age 
curves? Four kinds of hypotheses might be advanced. 

(a) LacA: of inner stimulation. In the government laboratories which 
we happened to study, was the atmosphere for some reason less stim­
ulating than in the industrial and university departments in our sample? 
As our scientists aged, did they fail to find as much challenge in govern­
ment as in the other settings? If so, could the same explanation account 
for the opposite trends among assistant scientists? 

(b) Over-specialization. Perhaps government personnel were digging 
themselves into narrow specialties more than scientists in industrial and 
university labs. Chapter 11 will show that flexibility tended to enhance 
the performance of older scientists. Could it be that government sci­
entists lacked the flexibility as they aged? 

(c) Differences in retention of personnel Might it be that, as time 
passed, the better scientists in government were leaving? Were academic 
and industrial departments refreshed by an inflow of competent older 
people? (If so, such a process might not only alter the performance 
curves in older brackets, but the research climate in these brackets as 
well.) And if such a process occurred, did we have any clues as to what 
might induce the better scientists to change location? 

(d) Differences in selection of personnel Even without differences in 
retention, the curves might make sense if the kinds of people attracted 
to each institution had changed over the years. For example, did the 
government laboratories hold more attraction for security-seeking men 
two decades ago than at the present time? 

These are knotty questions, and we have only a few indirect clues 
on hypotheses (c) and (d). We have much fuller data concerning hypoth­
eses of type (a) and (b) on the current climate. While studying the fol­
lowing pages, the reader should remember that our sample was not 
drawn systematically from each type of institution; the results do not 
necessarily apply to other government or industrial or university situ­
ations. 

Lack of Inner Stimulation? 

One set of motivational items seemed particularly promising. We 
observed that the general level of these motivations in different settings, 
and their bumps and troughs at different age levels, roughly paralleled 
the performance curves. Perhaps, we thought, they could help to explain 
the puzzling performance curves. 

Chapter 6 described an index of motivation from one's own ideas, 
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based on desire for freedom, stimulation from own previous work, and 
from own curiosity. It might be called "self-reliance," or "desire for self-
direction." Chapter 6 showed that it fairly consistently accompanied high 
performance. 

Chart 3 plots the way the average response on this measure varied 
with age within eight kinds of settings. 

Among Ph.D's, desire for self-direction tended to diminish in each 
group with increasing age; but the drop was a little steeper in govern­
ment laboratories than in university or industrial. Among engineers, the 
contrast was even sharper; government engineers dropped distinctly in 
desire for self-direction, whereas industrial engineers were largely un­
changed over the age range. The sharper drop among these government 
scientists and engineers may have weakened their resistance to the 
"normal" inhibitions of advancing years. 

By contrast, among assistant scientists, those in government showed 
an increase in motivation from own ideas after age 40, whereas those 
in industry dropped—paralleling the performance rise at older ages 
among the former, and the performance drop among the latter. 

Here, then, was a major clue. In those situations where scientists 
continued to be effective as they aged, we found a strong emphasis upon 
the individual's own ideas as a source of motivation. They were self-
reliant; active rather than passive toward their environment. 

Effects of Self-direction over the Life Span. If these hunches are cor­
rect, some further tests with our data should be possible. Let us see 
what happened to performance at various ages among individuals who 
stood relatively high or low in self-direction. Performance of the first 
should stay rather high in later years. Performance of the latter should 
drop more with age, and perhaps fluctuate more widely. 

E a c h primary analysis group was divided into those scoring high and 
low on the "motivation from own ideas" index, and within each half, the 
relationship of age to scientific contribution was plotted (see Charts 4-A 
through 4-D). 

Our expectations were generally confirmed. Among Ph.D's in develop­
ment labs (Chart 4-A), those strongly motivated by their own ideas 
were superior in performance in almost every age bracket. Their slump 
in the early 50's was only mild. Among Ph.D's in research labs also 
(Chart 4-B), those with strong inner motivation surpassed those with 
weak motivation in every age bracket except one. 

Among engineers in development labs (Chart 4-C), similarly, those 
with strong inner motivation surpassed those with weak inner sources in 
every age bracket except one. Among assistant scientists finally (Chart 
4-D), we see that strongly self-reliant scientists jumped ahead of the 
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Chart 4-A. Development Ph.D's who were strongly motivated to pursue their own ideas con­
tinued to achieve throughout their life span, and resisted the early 50's sag which appeared 
for ihe weakly motivated. 

weakly motivated in the early 30's, held this lead with one exception 
in the late 40's, and came back to their highest achievement in the 
early 50's. Those with weak inner motivation, however, declined steadily 
in scientific contribution from the mid-30's on. 

Thus the development of strong inner motivation in scientists may be 
an important factor in prolonging their achievement over a broad span 
of their scientific career. 

From these results, the reader should not jump to the conclusion, 
however, that scientists will continue to achieve over a lifetime if they 
are simply left alone and protected from distractions. Previous chapters 
have indicated that strong outer stimulation also plays a part. 

From other data not reported here, it is evident that strong moti­
vation of several varieties may help in prolonging achievement through­
out the life span. In a previous publication (see footnote 1) we presented 
data on how performance varied with age when our sample was divided 
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Chart 4-B. Ph.D's in research also contributed more at each age if strongly motivated from 
within, with a brief exception. 

among those with relatively strong or weak "involvement" in their work 
(details on this measure were given in Chapter 5). Strongly involved 
people maintained a higher level of performance at various ages than 
did the weakly involved, although at the peaks of performance there was 
no difference in involvement. (At the height of creative power, it is 
perhaps not the total intensity of motivation which separates the ex­
cellent performers from the good, but rather the quality or source of 
motivation.) 

Overspecialization? 

Chapter 11 will show that best performance occurred for most groups 
under conditions which encouraged the development of both wisdom 
and flexibility. Would these factors help account for the different trends 
observed in government and industry? Was it possible that members of 
government laboratories were overemphasizing the accumulation of 
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Chart 4-C. Engineers showed the some trend as PhD's (previous two charts); the self-reliant 
among them rose to higher achievement and dropped less man did those with weak inner 
motivation. 

wisdom (by digging into narrow specialties, for example) and losing 
needed flexibility? 

We cannot take space here to plot all of the data. (Chapter 11 will 
show the measures we used to assess wisdom and flexibility.) Few of the 
curves we examined supported the hunch that our government engineers 
were becoming too specialized with age—if anything, the reverse was 
true. Relative to engineers in industry, they had ample diversity and 
breadth of perspective. Thus this hypothesis failed to account for the 
trends we observed. 

Differential Turnover? 

To test hypothesis (c) direcdy—that able older scientists were leaving 
government—it would have been necessary to compare scientists who 
had left with those who stayed; and we had almost no information on 
the former. 
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Chart 4-D. With one exception, assistant scientists who relied on their own ideas remained 
high in scientific contribution through the early 50's, whereas those with weak inner moHoa 
Hon declined after the 30's. 

An indirect test was possible, however. If the hypothesis were true, 
we should observe that older scientists remaining in government had 
been in their organization for a longer period, on the average, than older 
industrial or academic scientists had been in their organizations. We 
therefore examined how average length of service with the laboratory 
varied as individual age increased. 

For Ph.D's in development, Ph.D's in research, and assistant scientists, 
there was no systematic difference (data not shown). In some age brackets, 
scientists in government had longer tenure, but in other brackets those 
in the industrial or university situations had longer tenure. 

For our group of engineers, this interesting difference appeared: before 
age 35, those in government on the average had longer tenure; but 
after 40, those in industry had increasingly longer service. In other words, 
the government labs were keeping their younger people longer than 
industry, but recruiting more older employees—directly opposite to our 
hypothesis. 
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Our indirect evidence, then, did not support the hypothesis that 
government labs were losing their better older scientists. 

Differential Selection? 

According to hypothesis (d), the kind of persons attracted to, or se­
lected by, government service two decades ago may differ systematically 
from those attracted or selected recently. 

Our questionnaire told us very little, of course, about the man at the 
time of hiring. We did find out his age at receiving the bachelor's degree, 
and the length of time between B.S. and Ph.D (if he earned one). Earlier 
studies had suggested that men who took a long time to earn their 
doctorate were likely to publish less frequently. Our own data confirmed 
a somewhat lower level of performance among slow earners of the Ph.D 
(see Appendix C ) , and we eliminated such effects in the adjustments of 
performance scores used in Chapters 2 to 9 and 12. 

Time between B.S. and Ph.D. D id government organizations select 
scientists who differed in this respect? Chart 5 revealed some clear 
differences. 

Among Ph.D's in research labs, those aged 40 or over in government 
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Chart 5. Mean number of years between B.S. and Ph.D is plotted against age. Government 
Ph.D's in development labs took one to two years longer to earn their degree (m three out 
of four age brackets) than did those in industry; so did government Ph.D's age 40 and over in 
research labs, compared to those in the university. Note a general trend: over the past two 
decades, the time taken to earn a Ph.D has declined. Number of persons is the same as in 
die left portion of Chart 3. 
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took 2 to 2\ years longer to complete the doctorate following their B.S. 
than did our university scientists. Among Ph.D's in development, there 
was a difference of one to two years in each age bracket except 40 to 49. 
(Note, incidentally, that younger scientists in general earned their Ph.D's 
more quickly than older scientists—possibly an indication of better finan­
cial support for Ph.D candidates nowadays.) 

Age at Baccalaureate. If government labs were attracting those who 
had delayed their Ph.D, did they also attract late earners of the bachelor's 
degree? We won't take space to show the data, but the answer, for 
engineers and assistant scientists, was clearly "no." In all age brackets, 
our government engineers earned their B.S. sooner than did those in 
industry (about a year's difference, on the average). Among assistant 
scientists there was no consistent difference. Our small group of govern­
ment non-Ph.D's in research labs, however, earned their B.S. sooner than 
either group of assistant scientists in every bracket except one. (Govern­
ment Ph.D's received their B.S. at either the same age as the other 
groups, or somewhat later.) 

In short: although the hypothesis of differential selection did apply 
to government labs in the hiring of Ph.D's, it did not apply (or applied 
in a reverse fashion) to the hiring of non-Ph.D's. 

SUMMARY AND IMPLICATIONS 

Your saddle-shaped curves provide a distinct contrast to Lehman's 
single-peaked achievement curves. Is there a contradiction here? 

We do not think so. Lehman, you will recall, also found that when 
he examined a larger number of lesser contributions—good work, but 
not the earm-shaking discoveries that highlight the history of science— 
these continued at a steady rate over a wider span of the scientific career. 

Guilford and his associates speak of a distinction between "divergent" 
thinking (which generates new elements) and "convergent" thinking 
(which pulls together common aspects of given elements). 8 Both are 
essential in science. Our current hunch is that the earlier peak repre­
sented work of a more "divergent" or innovative type, whereas the 
later peak represented work more "convergent" or integrative in char­
acter. 

Chapter 4 contains a hint, for example, that investigators midway in 
their career did best if they had broad rather than narrow interests, 
whereas those at later supervisory levels could be eminent with special­
ized interests. We shall carry this line of inquiry further in Chapter 11. 

8 J . P. Guilford, *Three Faces of Intellect," American Psychologist, 1959, vol. 14, pp. 
469-479. 
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What is your thinking about the Lehman curves as such? You listed 
five kinds of hypotheses that have been offered to account for them. 
Do your data support or disprove any of these? 

As we mentioned, other studies don't lend much support to hypothe­
sis (a) that the decrease in productivity is due to a decline in intellectual 
powers. However, the notion (c) that performance may decline because 
individuals relax their zeal or motivation after having achieved receives 
considerable support from our data. We saw in Charts 4-A through 4-D 
that among strongly motivated individuals, especially those with strong 
self-reliance, achievement resisted the normal erosion of age. 

On the other hand, hypothesis (b) that capable men become so bur­
dened with administrative responsibilities that they are drawn away 
from creative achievement seems to us a weak explanation. Chapter 
4 gave some evidence that a small amount of administrative distraction 
is not inconsistent with high achievement. Perhaps those who allow 
themselves to be drawn mainly into nontechnical activities do so because 
their scientific motivation has already declined, and they cease to find 
as much challenge or gratification in technical work as they do in exer­
cising administrative power. 

Then you would prefer the hypothesis that performance declines because 
of reduced motivation among older scientists? 

That is important. Some clues in the next chapter also support notion 
(d) that Lehman's curves for outstanding achievement (not so much 
our own curves which reflect productivity as well as creativity) are 
attributable mainly to the scientist losing the fresh viewpoint needed to 
pioneer. Chen Ning Yang (who, with Tsung Dao Lee, won the Nobel 
prize in physics for their overthrow of the principle of conservation of 
parity) remarked in an interview that, "As you get older, you get less 
daring. You have seen so much—therefore, for every new thought you 
have, you immediately marshal a large number of counter-arguments."9 

This process may be irreversible. A certain quality of naivete may 
be indispensable to great discoveries; and this naivete may be possible 
only in a young mind. 

But perhaps the process is not irreversible. We are still far from having 
determined the limits of the mind. What would happen if a mature and 
able scientist were assured enough financial support to start again as a 
student? Even if he could afford it, a reputable investigator would find 
it hard to humble himself to the status of a novice. But who can tell 
what neglected capacities for curiosity and daring might be released? 

Hypothesis (e) on technical obsolescence is a variation on this theme. 

^Newsweek, Jan. 22, 1962, p. 49. 
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Systematic attention to renewing and broadening one's technical skills 
seems promising as a way of prolonging the creative, or at least the 
productive, years. 

Is there anything a research manager can do about the late-40's sag? 

For one thing, be on the lookout for it. Major attention should be 
given to a midcareer review with each scientist. If a sag has set in, coun­
teractive steps should be taken before morale is damaged. Perhaps this 
is the point for a planned program of renewal through courses, sabbatical 
service at a university, rotation to a different department which is break­
ing new ground, and the l ike . 1 0 It may help both the scientist and his 
director if both recognize that the sag is typical, and especially that it 
need not signal the end of a fruitful career. 

In addition, perhaps this is the time for a deliberate decision on 
whether the man should stay in research as such, or move to a more 
applied, or perhaps administrative, position. Remember that the curves 
peaked later in development than in research. Perhaps it would be 
fruitful for him to transfer to a more applied branch of R or D , or work 
closely with an engineering department. (We have heard of one indus­
trial organization which systematically encourages transfer from the 
research labs to development or engineering at this stage.) Perhaps the 
man has accumulated skills and wisdom which will make him a valued 
partner in the latter for many more years. 

What if the man doesn't want to transfer into practical applications? 

He might continue in the role of consultant rather than investigator; 
in general, the curves for usefulness remained high. 

If his decision is to stay in technical work, some data to be shown in 
Chapter 12 may be instructive. Don't turn him loose in his own ivory 
tower with a minimum of distraction and a maximum of autonomy. He 
may simply vegetate. See that he is exposed to the stimuli of consul­
tation and collaboration, of challenging new problems outside his main 
specialties. 

The curves indicate, at the very least, that a decline in the later years 
is not inexorable—not due to some irreversible process of decay. The 
fact that the curves peaked later in development than in research, the 
fact that they differed somewhat in government compared to university 
or industrial labs, the fact that motivation could change the shape of 
the curves—all these suggest that the effects of age may be modified by 
both external and internal "research climates." 

i 0 F o r a description of several university programs see D. Allison, "Engineer Renewal," 
International Science and Technology, June 1964, pp. 48-54, and 109-110. 
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What about the differences you found between government settings and 
those in industry or universities? Do you have any special suggestions 
for a government research manager? 

We're not sure. According to our data, the manager of a government 
development lab may face an odd problem: persuading his older staff 
members to be less flexible and cooperative. We found these senior 
scientists and engineers broad in their outlook; they were willing to 
change. Maybe too much so. They would do better to insist more on 
their own ideas and their personal growth. 

How to encourage these motives? A number of suggestions are given 
at the end of Chapter 6. See that each man produces distinctive work 
he can call his own, and then see that a professional audience knows 
about it through publication in journals, through his service as a consul­
tant, or as a speaker at conferences. 



11 
AGE AND CLIMATE 1 

As Age Increased, Performance Was Sustained with 
Periodic Change in Project, Self-reliance, and 
Interest Both in Breadth and Depth. 

In Chapter 10 we saw how different measures of performance 
rose or fell at successive age levels, within various settings. Previ­
ous chapters explored a variety of factors making up effective 
climates for achievement—both "internal" as well as "external" 
climates. 

We now ask: do the climates needed for high performance 
show any systematic change with age? What conditions of internal 
motivation or external stimulation are most helpful for maintaining 
high achievement at various stages in the scientists lifetime? 

In trying to answer these questions we shall be seeking clues 
as to why scientific performance may vary over the life span, 
and what (if anything) can be done to boost performance at the 
start of the scientists career and prolong it in his later years. 

The reader will recall the report in Chapter 10 of some interesting 
trends in performance by scientists in successive age brackets. In the 
present chapter we return to these age data to seek further understanding 
of conditions that might be responsible for the peaks and valleys. 

The chapter first sketches some theoretical ideas about the impor­
tance of both cumulative wisdom or tradition on the one hand, and of 
flexibility or innovative capacity on the other. It then examines cor­
relations of various wisdom and flexibility factors with performance, 
within four primary analysis groups. In a very tentative way, it appeared 
that Ph.D's after 40 should maintain diversity, whereas non-Ph.D. engi­
neers could afford to specialize somewhat as they aged. Both gained after 
50 by an interest in pioneering. Periodic change of project helped, and in 
all groups achievement after 40 required self-reliance and willingness to 
risk the uncertain. The chapter closes with some practical suggestions. 

1 This analysis was supported mainly by a grant from the National Institutes of Health, 
U. S. Public Health Service. 
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Some Theoretical Expectations 

Our thinking was stimulated by some remarks of Thomas S. Kuhn, a 
historian of science, on the role of both tradition and innovation in 
scientific breakthroughs. 2 Kuhn suggested that major advances in science 
have not come from a deliberate intention to innovate, but rather from 
an "essential tension" between tradition (systematized knowledge) and 
innovation (restructuring of knowledge). The former, he suggested, resem­
bles Guilford's concept of "convergent" thinking, and the latter his 
concept of "divergent thinking." 3 Correspondingly, it seemed to us that 
work of the highest scientific value might occur when two disparate 
conditions were simultaneously present: one condition providing "wisdom" 
(cumulative experience, traditional knowledge), and another condition 
providing "flexibility" (capacity to innovate, freshness of approach). 

It seemed reasonable to suppose that as an individual grows older his 
supply of "wisdom" is likely to increase, whereas his "flexibility" may 
decrease. Under this premise, younger individuals may be handicapped 
by lack of sufficient wisdom, and older individuals by their loss of flexibil­
ity, whereas scientists in the middle years have the advantage of both 
wisdom and flexibility. This premise might account for the peaking of 
achievement in the middle years. 

A hint of such a process is apparent in the data on the age of groups 
in Chapter 13. Interest in "breadth" decreased as group age increased, 
whereas interest in "depth" increased; group performance was maximum 
close to where the curves crossed. 

If these assumptions were valid, certain predictions should follow. 
Younger scientists should perform better if their particular climate en­
hanced wisdom, and older scientists should do better if their climate 
encouraged flexibility. As the reader will see, the actual situation was 
not quite so simple. 

The Analysis Procedure 

To test these ideas, the following method of analysis was used. We 
divided our primary analysis groups by age bracket. Among the members 
of each bracket, we obtained the correlation (product-moment coefficient, 
r) between numerous measures of motivation or stimulation, and our 
measures of performance. (The performance measures were the same as 
those in Chapter 10, adjusted to remove systematic effects of educational 
level and type of setting, but not effects of time since degree.) 

*T. S. Kuhn, "The Essential Tension: Tradition and Innovation in Scientific Research," 
Chapter 28 in C. W. Taylor and F . Barron (eds.), Scientific Creativity: Its Recognition and 
Development, John Wiley and Sons, New York, 1963. 
3 J . P. Guilford, "Three Faces of Intellect," American Psychologist, 1959, vol, 14, pp. 469-79. 
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If a certain motivational factor was, in fact, conducive to high per­
formance for persons in a certain age bracket, this effect would appear 
as a strong positive correlation between that motivation and performance. 
If the motivation, on the other hand, tended to inhibit performance at 
that age, the result would be a negative correlation. The following charts, 
then, plot the value of correlations between various climate factors and 
scientific contribution at successive ages. 

Correlation coefficients, of course, reveal only the linear component in 
the relationship, and are insensitive to curvilinear trends—for example, 
the possibility that at a certain age a moderate-strength motivation may 
enhance performance more than either weak or strong motivation. 

In this analysis we were limited by the numbers of cases available, 
and have therefore combined some age brackets. In every group, the 
40 to 49 bracket contained either the earlier of two achievement peaks 
or the later. Because of limited numbers, the data on non-Ph.D's in 
research-oriented labs had to be omitted. 

In addition to looking at effects within age brackets, we also looked 
at effects within each "career level"—apprentice, junior, senior, super­
visor (these are described in Appendix E ) . Age and career level were 
highly correlated, of course. However, results using the two approaches 
sometimes disagreed. Since results by age brackets seemed a little clearer 
than those by career level, we arbitrarily show only the former. The 
reader should not assume that findings for younger scientists (aged 30 to 
34, for instance) are typical of junior investigators, nor that results for 
older scientists (for example, 50 years and up) are true of supervisors. 

Some Indicators of Flexibility 

According to the foregoing theoretical ideas, achievement of older 
scientists should be prolonged if their climate contains factors promoting 
flexibility of approach. We felt that the measures of diversity described in 
Chapter 4 might perform this function. A scientist who possessed several 
areas of specialized knowledge, or who performed several different kinds of 
R & D activities, would be in a better position to bring a fresh viewpoint 
to bear on a given problem than a scientist who corjfined himself to a few 
specialized skills or research functions. 

Results with number of areas of specialization are given in Chart 1. 
For Ph.D's, the trends were about as expected. The work of younger 
scientists (under 35 years) was unaffected by the individual's number of 
specialties (as indicated by correlations close to zero between number of 
areas and scientific contribution). But among older scientists, particularly 
research-oriented Ph.D's in their 40's, number of specialties showed a 
definite positive connection with contribution. 
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The vertical axis in the following charts shows the size of the corre­
lation (product-moment coefficient, r) between some motivational factor 
and scientific contribution as judged by colleagues. The four lines in 
each chart show the size of these correlations within four of our pri­
mary analysis groups at successive age levels. 

The data used in these correlations were obtained from the 500 long-
form respondents. The measure of scientific contribution is the same as 
that used in Chapter 10. It has been adjusted to rule out mean differences 
between Ph.D's and non-Ph.D's, but effects due to length of working 
experience since the degree have not been removed. In computing the 
correlations, sampling weights were used; the actual (unweighted) numbers 
of cases were as follows: 

Age Under 30 30-34 35-39 40-49 50 & u] 

Ph.D's in development 15 26 33 26 
Ph.D's in research 21 19 23 15 
Engineers 43 67 50 52 7 
Assistant scientists 18 25 23 14 9 

Because of the very few persons aged 50 and up among engineers or 
assistant scientists, correlations in these subgroups will be unstable. 

Nondoctorals, however, showed a different trend. Among these it was 
the younger individuals (30 to 34 years) who mainly seemed to benefit 
from possession of several specialties. With increasing age, the advantage 
of breadth diminished. 

In a rough way, several of the following charts will present a similar 
picture. With advancing years, Ph.D's were high performers if they 
maintained breadth and flexibility; whereas among non-Ph.D's those with 
breadth of skill performed well before 40, but after this point high achievers 
often specialized. In Chapter 4, such a trend appeared for engineers in 
terms of career levels rather than age. 

A hint of the same generalization appeared for the number of research 
and development functions (Chart 2). Ph.D's in development excelled after 
age 40 if they retained an interest in different kinds of Pt & D functions; 
Ph.D's in research were aided by this source of diversity in their late 30's. 
Among assistant scientists, though, diversity in R & D functions was a 
slight handicap after 40. 

Another interesting pattern was generated by the individual's self-
reported interest in "mapping broad features of important new areas, 
leaving detailed study to others." Chart 3 plots the correlations of this 
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Chart 1. Correlation between number of areas of specialization and scientific contribution. 
Knowledge in several areas accompanied high performance among older Ph.D's and among 
younger non-Ph.D's. 

measure not with scientific contribution, but with scores of overall usefulness 
to the organization, which yielded a clearer picture. 

In all four groups, scientists aged 50 and over were more useful when 
they retained a lively interest in broad pioneering. (Other ups and downs 
in this chart are puzzling.) Perhaps this can be said: even though non­
doctorals might gain by specializing after 40 (according to Charts 1 and 2), 
they would do well after 50 to stay receptive to new developments in their 
field. 

The interest in broad pioneering is well illustrated by a passage from 
a recent book by Hans Selye on his lifetime of experience as a scientist. 4 

In the preface he writes: "The specialist loses perspective and by now I 
am sure that there wil l always be a need for integrators, for naturalists 
who keep trying to survey the broad fields. I am no longer worried about 
missing some of the details. There must remain a few of us who train men 

*H. Selye, From Dream to Discovery: On Being a Scientist, McGraw-Hill Book Co.. New 
York, 1964, preface. 
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Chart 2. Correlation of number of R 6- D functions with scientific contribution. After 40, 
PhDs in development achieved well when they performed several functions, and so did 
research Ph.D's in the late 30's. 

and perfect tools to scan the horizons rather than to look ever closer at 
the infinitely small." 

Some Indicators of Wisdom 

According to the foregoing theoretical ideas, younger scientists might 
be aided if given the oprx>rtunity rather early to develop a cumulative 
body of knowledge about some area. Such a source of "wisdom," combined 
with the natural flexibility of youth, should permit early achievement. 
Two possible measures of wisdom are illustrated in the following charts. 

Time in Area. When we asked the individual to list his various projects, 
we also asked how long he had been working actively in each. The longer 
one has worked on a given project, the greater should be his systematic 
knowledge or wisdom about it. When we divided our groups according to 
age brackets, the interesting pattern in Chart 4 appeared. 

Chart 4 plots correlations between length of time in one's main project, 
and scientific contribution. Strong fluctuations appeared, which suggested 
cyclical effects. 

R & D functions 
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Chart 3. According to mete correlations with over-all usefulness, scientists in all groups were 
more useful tn their 50's when they retained an interest in breadth: broad mapping of 
new areas. 

Within all four groups, those in the youngest age bracket performed 
distinctly better if they had spent a relatively long time in their main 
project compared to others of the same age. (Among the youngest Ph.D's 
and assistant scientists, the average time in main project was about two 
years; among engineers, one year.) Five to ten years later, however, this 
advantage disappeared. In the late 30's, for example, both groups of Ph.D's, 
as well as the engineers, showed no benefit, and perhaps were inhibited, by 
long experience in their main project. One has the impression, for these 
three groups, that by the late 30's the individual should have shifted to a 
new main project. 

Then another build-up occurred (during the 40's for these three groups, 
earlier for assistant scientists) in which cumulative experience in a given 
project was once more an advantage; but for most groups this advantage 
again dissipated within the next ten years. 

Note that the general slope of all curves was downward; younger 
individuals gained more by prolonged exposure to a given project than 
did older persons. The strong fluctuations superimposed on this over-all 
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Chart 4. According to these correlations, the youngest scientists in all groups contributed 
more if they had spent a relatively long time in main project. This advantage disappeared 
in five to ten years, but reappeared after another interval 

trend, however, suggested the need of periodically terminating old projects 
and starting afresh on new ones. 

Breadth. Another measure that might be an indicator of wisdom was 
self-estimated interest in "probing deeply and thoroughly in selected areas, 
even though narrow." If narrow specialization permits the building of 
cumulative knowledge about a topic, then according to the foregoing 
theory it should benefit the performance of younger scientists, and inhibit 
that of older men. The data shown in Chart 5 seemed to say precisely the 
opposite—and we show the chart partly to illustrate the complexity of 
these phenomena. 

Younger Ph.D's, instead of being helped by "probing deeply," seemed 
to be hindered; and instead of being hindered after 40 by this orienta­
tion, development Ph.D's and assistant scientists seemed to gain, as did 
research Ph.D's and engineers after 50. 

Perhaps the lesson to be gained is that one should not consider length 
of time in a given area of knowledge or a given project as equivalent 
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Chart 5. Paradoxically, an interest in depth—probing deeply into narrow areas—was also 
an advantage in later years. 

to "narrow specialization." Perhaps the younger Ph.D should remain in 
one problem or research area, but learn as much as he can about many 
aspects of this area; he should not limit himself to a narrow facet. As he 
grows older, the Ph.D scientist should then broaden his outlook by moving 
into new problems or additional areas of knowledge, and perhaps at the 
same time he can afford to probe more deeply into a narrow facet of one 
of these areas. 

Perhaps the key for mature scientists lies not in the dominance of 
breadth over depth, but rather in the presence of both breadth and depth. 

Security and Self-confidence 

W e now leave the wisdom-flexibility framework, and consider another 
dimension. At an early stage in the project, we suspected that one of the 
conditions for high achievement might be "security" or lack of "anxiety." 
Security or confidence might be provided either from the situation (a sup­
portive chief, for example), or from inner resources. The scientist lacking 

/ 
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/ 
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in either source of security would tend to stay on well-trodden paths 
where he might be productive but not creative. 5 

This concept seemed to appear in a factor analysis of responses from 
university and industrial scientists separately, where Andrews obtained in 
both groups a parallel factor which he labeled "motive to avoid risks." 6 

It included items such as preference to obtain acceptable if not spectacular 
results, desire to probe deeply in narrow areas, and preference for the 
role of "right-hand man" for a more experienced advisor. 

Chapter 6 reported on two measures which seem to indicate inner 
sources of security, that is, «e//-confidence. One was "motivation from own 
ideas," or desire for self-direction; in general, it correlated positively 
with performance. The other—negatively related to performance—was the 
preference for acceptable results (one of the items in Andrews' factor). 
For convenience we labeled it "caution." 

Did the correlation of these measures with performance change with 
advancing age? Results are given in Charts 6 and 7. 

Self-reliance. In Chapter 10 we saw that scientists with a strong 
desire for self-direction resisted the erosion of advancing years. Chart 6 
examines the same data, treated by using correlations rather than means. 

In three of the four groups the lines of correlation generally sloped 
upward: strong desire for self-direction was especially beneficial to per­
formance after 40. (But among Ph.D's in research, this factor was even 
more strongly correlated among younger men under 35—a puzzling 
discrepancy from the simple generali2ation.) 

Attitude of Caution. In Chart 7 we note that negative correlations 
were found among research-oriented Ph.D's at all age levels, but among 
the other three groups only after age 40. Caution, then, was a handicap, 
especially for older scientists. 

In short: after age 40, continued achievement depends on high self-
confidence, as evidenced in the individual's willingness to take risks and 
to rely on his own judgment. 

Does this mean that security is unimportant before 40? Not neces-

S D , C. Pelz, "Uncertainty and Anxiety in Scientific Performance," working paper on 
analysis plans for study of scientific personnel, January 1960. Available as Publication 
#1588 from the Survey Research Center, University of Michigan. The term "uncertainty" 
referred to lack of predictability in the scientist's intellectual environment. Scientists 
would be more creative (we thought) if their work contained ingredients of uncertainty, 
although at the same time they felt secure or confident. One source of uncertainty may 
be diversity in the work. 
B F . M. Andrews, "An Exploration of Scientists* Motives," Analysis Memo #8, March 
1961, available in Publication #1825 from the Survey Research Center, University of 
M ichigan. 
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Chart 6. Se//-re/ionce or motivation from own ideas was more strongly correlated with con­
tribution in the 40's or 50's than in the late 30's. 

sarily. But younger scientists, perhaps, can gain security from the situa­
tion: from their group, their colleagues, their chief. With advancing 
years, security must lodge increasingly in the man himself. 

Hans Selye comments aptly: "Perhaps the most important thing I 
have learned is self-confidence; nowadays I no longer waste so much time 
in justifying my ways to others and to myself. It is difficult for an objective 
young man to have self-confidence when he still lacks the evidence to 
prove that he is on the right track." 7 

Self-confidence and self-reliance, of course, are not qualities that 
suddenly appear at age 40. Experiences throughout the 30's are critical 
in building them. How can they be developed? The concluding paragraphs 
of Chapter 6 contain a number of practical suggestions. 

As a summary to date: in general it appeared that Ph.D's after 40 
(whether in research-oriented or development-oriented labs) should remain 
flexible by means of diversity (knowledge of several specialties, and peri­
odically entering new areas); whereas non-Ph.D's—especially engineers 

7 Selye, loc. cit. 
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Chart 7. According to these correlations, cautious individuals (who preferred to be sure of 
acceptable results) contributed Urn after 40. 

in development-oriented labs—could afford to specialize as they aged. 
Another useful concept was that of self-confidence; in all groups, achieve­
ment after 40 required self-reliance and willingness to risk the uncertain. 

SUMMARY AND IMPLICATIONS 

In the following conversation with an imaginary reader, we shall 
attempt to translate these very tentative findings into practical action. 

This chapter contains a lot of detail. What would you consider your 
single most important point? 

Perhaps simply to emphasize again—as we did at the conclusion of 
Chapter 10—that the rise or fall in scientific performance over the life 
span of an individual is not fixed, but can vary with the kind of research 
climate. 

More specifically, younger Ph.D scientists achieved sooner if the natural 
"flexibility" of their youth could be complemented with a substantial body 
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of knowledge about some area; older Ph.D's continued to achieve if their 
cumulative "wisdom" was balanced with breadth of perspective. Engineers 
had a different pattern, though. 

What does this mean in practical terms? As a research manager, how 
should I handle my younger scientists? 

Let's take a young Ph.D first (in either a research- or development-
oriented lab). See that he is attached to a single project for three or four 
years, where he can get a broad exposure to all facets of one problem. 
Don't assign him to a narrow piece of the problem, but see that he reads 
and talks widely about it from many angles. It might be helpful to encour­
age an older, experienced man to serve as his mentor. 

During the first five to ten years, as he begins to produce, be sure 
that he is recognized for his achievements. Pay him more if you can; or 
at least see that he has a chance to explain his work to key executives. 
See that he gets a chance to undertake more challenging assignments, as he 
is ready for them, and that he has continued opportunity to learn. This 
opporhinity for self-actualization may be critical during the first ten years. 

Then, in his mid-30's, make sure he gains a chance to stand on his 
own feet, independent from his supervisor or mentor. It might be wise to 
shift him to a new project—let him start afresh with a new chief and 
several new colleagues. Don't let him rest on achievements in his first 
area, but push him into other areas. Now he should start broadening out. 

To what extent do these suggestions apply to the young nondoctoral 
man? 

Our data suggest that the young engineer (for example, under 35) in a 
development-oriented lab, as well as the young assistant scientist in a 
Ph.D-dominated lab, should be pressed rather soon to develop several spe­
cialized skills. This doesn't mean a rapid rotation among projects; all 
groups of young scientists did better if allowed to stay for several years on 
their main project. But the young nondoctoral man can be encouraged to 
dig into several topics related to this project. 

The other comments concerning early recognition, rotation to a new 
project after several years, and increasing independence from the imme­
diate supervisor should apply just as much to non-Ph.D's as to Ph.D's. 

What about the post-40's? Is there anything I can do as a research 
manager to help my older scientists sustain achievement? 

Helpful for all groups after 40 is a well-developed desire for self-
direction, and self-confidence about venturing into risky areas. If the man 
lacks these qualities by 40, it may be too late to build them. Nourishing 
these attributes is your job in the 30's, rather than later. 
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The pattern of laboratory policies and procedures will affect the cli­
mate of self-confidence. Is a senior scientist liable to having his funds 
chopped if some individual or group at the management level doesn't like 
his annual progress report? Such arbitrary decision-making, with little 
control by the scientist himself, is likely to breed cautious dependence 
rather than independent self-confidence. 

The post-30's engineer, in addition, should have at least one area 
about which he knows a great deal. 

Keep an eye on the relationships of your scientists in their 40's with 
their chief. If you find that some of these men are good lieutenants under 
a chief they admire—working closely with him rather than acting on 
their own initiative—then it is time for a change. Encourage them to 
join a new group or project where they will be leaned upon rather than 
leaning. But it's advisable to do this before 40 rather than after. 

What about the period just before 40? Axe there any special features 
of the 35 to 39 year bracket that I should be watching for? 

This is a very interesting period, and may be a critical one for later 
achievement. It seems to be a period of transition—a kind of midcareer 
adolescence. 

We have the distinct impression that this is a period of creative change. 
The effective individual exposes himself to external stimuli. He is shedding 
his previous identities, searching for new ones. Help him. This is the 
time for self-renewal. Give him a sabbatical, or send him to the university 
for retjaining. Assign him for six months to another department. Have 
him participate in long-range planning seminars. 

Out of such external bombardment he will (you hope) set new direc­
tions for himself—the foundation for sustained achievement through the 
40's. 
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COORDINATION 1 

In Loosely Coordinated Settings, the Most Autono­
mous Individuals Did Poorly—Perhaps Because They 
Were Isolated from Stimulation. 

In previous chapters we have been concerned with characteristics 
of the individual scientist: his age; his autonomy and influence over 
decision-makers; the content of his work; his orientations and moti­
vations; his communication with colleagues; his satisfaction, crea­
tivity, and similarity to others. In this chapter we undertake to re­
map some of the same territory from a different perspective, tlxat of 
the organization in which the scientist functions. 

Specifically, we shall abstract from our variety of settings the 
extent to which they are tightly or loosely coordinated. Then we 
shall ask: what kinds of individual duiracteristics are most effective 
in organizations which differ in degree of coordination? 

One major question we wished to examine was: how much auto­
nomy for the individual is conducive to high scientific performance 
as the situation varies from tight to loose? 

This chapter recalls previous results which showed that autonomy 
correlated with performance of nondoctorals, but not with performance 
of Ph.D's. The chapter then describes the classification of various work 
situations along a scale from "tightly" to "loosely" coordinated, and suc­
cessively presents data to answer these questions: Did our measures of 
motivation and stimulation (discussed in Chapters 3 through 7) correlate 
differentiy with performance as coordination of the situation varied (Part 
A)? Did measures of autonomy and of influence (Chapter 2) correlate 
differently with performance at different levels of coordination (Part B)? 
How did autonomy correlate with various motivating factors at each level 
(Part C)? 

In general, we found that (A) the looser the situation, the more strongly 
high levels of motivation (both internal and external in source) accompanied 
'This analysis was supported by grants from the National Science Foundation. These 
findings were presented in D. C . Pelz and F . M. Andrews, "Autonomy, Coordination, 
and Stimulation in Relation to Scientific Achievement," Behavioral Science, 196S, vol. 11, 
pp. 89-97. 

214 
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high performance. But (B) the individual's autonomy and influence were 
most effective in situations of only moderate looseness. Part (C) gives some 
clue as to why; there were numerous hints that maximum autonomy in a 
very loose setting may isolate the individual from stimulation. 

Some Points of Departure 
Since science is a search for generalized principles, the search is prodded 

by inconsistencies. An important and puzzling inconsistency was described 
in Chapter 2 for the measure of autonomy, defined as the proportion of 
weight which a scientist himself exerts in deciding his technical goals. 
Autonomous nondoctorals (that is, those who exerted 30% or more of the 
weight themselves, with no other person or group exerting this much) 
were substantially above-average in performance. But autonomous Ph.D's 
were only average. 

Other inconsistencies appeared in our data, less striking than the fore­
going result. Although intergroup competition correlated well with per­
formance of Ph.D's in research, it correlated not at all for assistant 
scientists (data not shown). Provision of opportunity for self-actualization 
and for status advancement (Chapter 7) correlated with performance in 
most groups, but again less so for assistant scientists. Patterns of effective 
communication (Chapter 3) also seemed to differ among assistant scientists 
compared with other groups. 

What might account for these differences? As one step in our search, 
we felt it was necessary to know more about the kind of situation in which 
the scientist was functioning. In preliminary interviews we had been 
impressed with the variation of different laboratories along a dimension 
that might be described as "tightness" to "looseness" of structure. Some 
settings resembled a typical bureaucracy; that is, jobs were assigned with 
little leeway to deviate, and all activities were closely coordinated by a 
supervisory structure. At the other extreme, situations such as university 
departments were highly decentralized; individuals largely set their own 
goals, with a minimum of coordination. 

Measuring the Coordination of the Situation 
As one of the preparatory steps in our exploration, we had already 

prepared a measure of departmental "coordination versus autonomy." 
(See Appendix H.) Within our 11 organizations were 53 departments, includ­
ing 26 industrial and 20 government branches consisting of several sections 
reporting to one department head, and 7 university departments. They 
ranged in size from 10 to 45 professional members, with a median of 22. 
Mean responses were computed for supervisors and nonsupervisors sepa­
rately within each department on 16 questionnaire items relevant to coor-
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conation. Intercorrelations among the scores indicated a clustering or 
consistency of responses among several of the items, which enabled us to 
place each department along a scale from "highly coordinated" to "highly 
autonomous." All of the university departments fell at the autonomous 
end of the scale; over half of the departments in government labs were 
moderately autonomous; and industrial departments split evenly between 
moderately autonomous and coordinated. 

In addition, we felt it advisable to consider the factors that defined our 
five primary analysis groups. It was likely that Ph.D's would be allowed 
more discretion than non-Ph.D's; that scientists in research-oriented 
laboratories would be more loosely coordinated than those in develop-

TABLE 1 A scale of situational coordination was constructed by dividing the 
five primary analysis groups according to departmental score as coordinated or 
autonomous. The total response in each subgroup on individual autonomy, or 
own weight in setting goals, was used to assign the group to one of five levels. 

Own weight in goals" 

Type of Num­ None Considerable Differ­
Level department ber (0-9%) (30-100%) ence 

I . Very tight 
Assistant scientists Coordinated 50 58% 14% -44 

II . Moderately tight 
Non-Ph.D's in res. labs Coordinated 85 6% 13% 7 
Engineers in devel- labs Coordinated 7 31% 20% -11 

92 
IJI. Mixed 

Engineers in devel. labs Autonomous 133 17% 40% 23 
Ph.D's in devel. labs Coordinated 59 20% 45% 25 
Assistant scientists Autonomous 40 14% 39% 25 

232 
IV. Loose 

Non-Ph.D's in res. labs Autonomous 38 16% 55% 39 
Ph.D's in devel. labs Autonomous 37 7% 57% 50 

75 
V. Very loose 

Ph.D's in res. labs Autonomous 79 5% 81% 76 

•Shown is the percentage in each subgroup responding at the low and high ends of the 
autonomy scale. The question itself is shown in Chapter 2. 
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ment; and that assistant scientists under a corps of Ph.D's would have 
less freedom than those in departments not dominated by Ph.D's. We 
subdivided the five primary analysis groups according to the department's 
score as coordinated or autonomous. This process yielded nine subgroups 
{all the Ph.D's in research labs were in autonomous departments). 

How could these nine subgroups be placed along a scale of coordina­
tion? The method we used was to examine again the total responses within 
each subgroup on individual autonomy (own weight in deciding technical 
goals); and on this basis we arranged the subgroups into five distinct 
categories of "tightness to looseness" of coordination, as shown in Table 1. 

It is important to keep in mind that entire groups were assigned to each 
level of coordination, not detached individuals; the scale described the 
situation, not the individual. Within each level, of course, individual 
autonomy could vary considerably. 

Situations at level I , which we have labeled "very tight," were per­
haps no more tightly coordinated than a typical industrial operation 
employing skilled craftsmen. Over half of this group said they had little 
or no autonomy. 

At level I I , "moderately tight," the large majority said they had mild 
autonomy (10 to 29% of weight exerted by self in setting goals). 

Level 111, "mixed," consisted of three subgroups marked by some factors 
making for tightness (for example, two-thirds were nondoctorals), and by 
other factors making for looseness (these non-Ph.D's worked in auton­
omous departments). Two persons in five reported considerable autonomy. 

At level IV, three persons out of five reported considerable autonomy; 
and at level V, "very loose," four out of five. The latter consisted entirely 
of Ph.D's in research-oriented, autonomous laboratories. 

A. MOTIVATIONAL FACTORS AND COORDINATION 

A General Expectation 
In examining how motivation or stimulation related to performance at 

each level of coordination, what might we expect to find? Chapter 7 
presented some ideas of Chris Argyris on the conflict between a mature 
individual's desire for independence and self-actualization, and the demands 
of a bureaucracy for passive conformity. Our tightest situations (level I) 
resemble the latter. Here the individual who is strongly self-reliant may 
find himself frustrated; he may try to circumvent the system, and succeed 
only in arousing ire. His performance (as rated by senior colleagues) is 
likely to suffer. He might do better if his motivation were moderate rather 
than strong. 

As the situation becomes looser, however, these conflicts should diminish. 
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The self-reliant individual should be able to achieve more. In fact, pre­
cisely because the situation does not specify what he is to do, or how, 
he must be self-reliant to achieve. Otherwise he may stagnate. 

This general picture was suggested by some previous evidence. E. E. 
Ghiselli, for example, used a self-descriptive forced-choice inventory (in 
which the respondent describes himself by selecting statements out of sets 
of equally favorable items) to develop several measures including supervisory 
ability, initiative, and self-assurance.2 He found an interesting pattern. 
When he compared data from workers, foremen, middle managers, and 
upper managers, he found that at the top levels the measures showed 
distinct positive correlations with performance ratings. But at lower levels, 
the correlations became smaller. The measure of "initiative," for 
example, was largely unrelated to performance of line workers, and may 
have hindered the performance of foremen as rated by superiors (it cor­
related negatively with such ratings). 

"Initiative" resembles our measure of motivation from own ideas, and 
perhaps desire for self-actualization. The situation of a nonsupervisory 
employee or a foreman is more tightly controlled than that of a manager. 
Strong initiative in a tight situation may harm the employee rather than 
help. 

Another hint came from an unpublished analysis by Pelz of data from 
an electronics manufacturing company.3 An index of "self-motivation" was 
formed, based on the identical question of involvement used in our present 
study, plus two other questions reflecting internal motivation. Employees 
in engineering and research departments were considered to be in more 
flexible (looser) situations than those in manufacturing or central staff. 
Strength of self-motivation was found to correlate more positively with 
performance ratings in the looser departments than in the tighter ones. 
When the situation had little structure, stronger internal motivation was 
needed for achievement. 

The next several charts will present data to test this expectation. We 
shall examine the degree of relationship between various motivating and 
stimulating factors on the one hand, and our four measures of performance 
on the other. For simplicity, relationships were measured with the correla­
tion coefficient (r). This, of course, reflects only linear trends, not curvi­
linear ones. 

-K. E . Ghiselli, "The Validity of Management Traits in Relation to Occupational Level." 
Personnel Psychology, 1963, vol. 16. pp. 109-113. 
3 D . C. Pelz, "Self-Determination and Self-Motivation in Relation to Performance" 
(prcpublicatiou draft, mimeo), January 1962, Survey Research Center. University of Michi­
gan. 21 pp. 



Coordination 219 

Some Results with Internal Motivations 
We saw in Chapter 5 that one of the items consistently related to per­

formance was "involvement in one's work." It is perhaps our single best 
indicator of total commitment or dedication. 

According to the conception just sketched, the looser the situation, 
the more dedicated an individual should be if he is to achieve. In tight 
situations, involvement should correlate only mildly with performance, 
whereas in loose ones it should correlate strongly. The data are given in 
Chart 1-A. 

The following charts resemble those in Chapter 11. The vertical axis 
does not show mean performance, but rather the size of correlation (the 
product-moment coefficient, r) between two measures. Along the horizontal 
axis, scientists are arranged according to the level of tightness or looseness 
of their situation, as previously described in Table 1. 

Chart 1-A, for example, shows that in the tightest situations (level I), 
the strength of individual involvement correlated mildly (+ .14) with 
scientific contribution—the highly involved scientists performed slightly 
above average; whereas in the loosest situations (level V), the correlation 
was stronger (+ .36)—highly involved scientists performed significantly 
better than average. 

The data used here were obtained from the 500 long-form respondents. 
The performance measures have been adjusted to rule out effects of length 
of working experience and type of setting, as described in Chapter 1. 

By "papers/patents" is meant publication of papers by members of all 
groups except engineers, for whom patents were substituted. 

In general, the expected results appeared for three of the four per­
formance measures. As situations became looser, involvement showed an 
increasingly positive correlation with scientific contribution, publication of 
papers, and (slightly) writing of reports. Usefulness, oddly, correlated with 
involvement in most situations, but not in the loosest. Perhaps in the latter, 
highly involved scientists were following their own interests and ignoring 
the needs of the organization. (As we shall see throughout, usefulness often 
went with high motivation or stimulation at various levels of coordination.) 

Chapter 6 indicated that effective scientists in several settings were self-
reliant and motivated by their own ideas and previous work. We correlated 
the index of "own ideas as a source of motivation" with the four perform­
ance measures, at each of the coordination levels, with results as shown in 
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Chart 1-A plots the correlations between Involvement and the four performance measures 
in situations varying in level of coordination. The looser the situation, the more highly 
involved scientists tended to perform better. See text for interpretation. 

Chart 1-B. Again the correlations for scientific contribution showed the 
same result: the looser the situation, the more strongly inner motivation 
accompanied high contribution. The other measures showed no consistent 
trend. 

Note in Chart 1-B an odd result in loose situations {level IV): inner-
motivated scientists seemed to publish /ewerrthan-average papers. A 
similar dip for publication will appear in several charts. Why? One clue 
(not plotted) was that paper publishers at this level felt they had little 
influence regarding resources. Another clue (not plotted) is that they 
scored low on "provision of status advancement." Our hunch is that these 
scientists, either Ph.D's in development labs or non-Ph.D's in research 
labs, occupied low status positions where they felt ignored. They could 
not afford the luxury of following their own interests. Rather, they spent 
their energy turning out papers in order to build their prestige. 

Chapter 7 discussed conflict between desires of the individual for self-
actualization and independence, and demands of the organization for 
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Chart 1-B. Motivation from one's own ideas did not affect the scientific value of one's work 
in tight situations (levels I and If), but increasingly accompanied high contribution in 
looser situations. In a number of charts, the odd fact wiB appear that motivated individuals 
at level IV published fewer papers than average. 

dependence and conformity. Such conflict should be evident in rightly 
controlled situations, such as those at level I . Here, a strong desire for 
self-actualization might not only fail to aid performance, it might tempt 
the individual to tackle problems that were not relevant, or to use discre­
tion that was not permitted. Chart 1-C shows what happened when we 
correlated the measure of desire for self-actualization with the four per­
formance measures. (The index was based on importance attached to using 
present knowledge, learning new knowledge, working on challenging prob­
lems, and having freedom to carry out one's own ideas. The last item was 
also one of three in the previous index of inner motivation; therefore the 
two measures are not independent.) 

In tight situations (levels I and II), a strong desire for self-actuahzation 
actually seemed to inhibit contribution—at least as judged by the senior 
staff members. But as looseness increased, desire for self-actualization 
became increasingly helpful for achievement. 
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Chart 1-C. Desire for self-actualization may have inhibited scientific contribution in tight 
situations (levels I and I!} by arousing conflict with the organization, but it was increasingly 
helpful as the situation became looser. People with this motivation were useful, however, at 
most of the levels. 

Note, though, that in the tightest situations (level I), the self-actualizing 
tendency enabled the person to turn out useful reports. It is plausible that 
when the situation is rigidly defined, high energy from any source may 
enable the person to be productive, even if not creative. (In Chart 1-B note 
the high correlation with reports at this level.) 

Stimulation from Other People 
Next let us consider some external sources of stimulation. Chapter 3 

reported that performance generally rose as the individual communicated 
more often with his colleagues, and exchanged information with a wider 
number of colleagues. If interaction with colleagues is motivating, then 
according to the previous hypothesis such interaction should relate more 
strongly to performance in loose than in tight situations. Results are given 
in Charts 2-A and 2-B. 

Except for level I I , frequency of communicating with colleagues 
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Chart 2-A. Scientists who communicated often with colleagues did not produce work of 
scientific value in very tight situations (J), but did so in loose ones (IV and V), As the situa­
tion became less rigid, frequent communication increasingly accompanied usefulness. See 
text for discussion of exceptional picture at level ll. 

(Chart 2-A) showed the predicted pattern. In loose situations (level IV and 
especially V), frequent communication correlated more strongly with 
scientific contribution, usefulness, and publication than it did at levels I 
or I I I . 

The number of close colleagues (those with whom the scientist exchanged 
detailed information, Chart 2-B) correlated positively with contribution 
and usefulness at level V, whereas at level I the correlations were zero or 
negative. 

Why the exception for level II? We can only speculate. Note that these 
people all worked in coordinated departments; the work was interdepen­
dent. At the same time, they had at least mild weight in deciding their 
goals. Cooperation was necessary, but it was willing cooperation among 
equals, not passive obedience by subordinates (as at level I). Voluntary 
teamwork was the key to success; and those individuals who kept their 
communication lines open were best able to achieve. 
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Chart 2-B. Scientist* who worked closely with many colleagues did work of low scientific 
value in tight situations (I\ but of high value in loose ones (V). However, communicative 
individuals wrote many reports at both extremes, and were useful at several levels. 

What about competition? We knew (data not presented) that there was 
some tendency for high performance to accompany between-group compe­
tition, and (to a mild degree) competition among individuals. The correla­
tions for these factors are plotted in Charts 3-A and 3-B. 

Competition between groups (Chart 3-A) generally showed a rising trend 
in the correlation coefficients as the situation became looser. Competition 
seemed to inhibit performance in very tight situations, and to stimulate it 
in very loose ones. But competition among individuals (Chart 3-B) showed 
a mildly opposite trend. Scientists in the teamwork atmosphere at level U 
did better work in a climate of rivalry (friendly rivalry, according to 
Charts 2-A and 2-B), whereas those at level V did better without it. 
Possibly the Ph.D's at level V felt they had earned prestige, and did not 
need to impress each other. 

Stimulation from Diversity in the Work Content 
Chapter 4 presented evidence that diversity in the content of the 

scientist's or engineer's work might be an ingredient in high achievement. 
If diversity is a source of stimulation, then according to our general 
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Chart 3-A. Competition between groups may have inhibited performance in oery tight 
situations (1), but mildly aided il in mixed ones [III). In the loosest situations (V), scientists 
who reported strong competition performed better on three of the four measures. 

hypothesis the correlations of diversity factors with performance should 
rise as the situation becomes looser. Charts 4-A and 4-B provide data to 
test this expectation. 

With some exceptions, the expectation was fulfilled. The scientist's 
number of areas of specialization {Chart 4-A, p. 227) correlated more 
strongly with scientific contribution in very loose situations (V) than in 
very tight ones (1), although it also correlated well with several measures 
at levels I I and I I I . Oddly, at level IV it was of no value to three of the 
measures. 

Another measure of diversity was number of different R & D functions 
{basic research, applied research, invention, improvement of existing prod­
ucts, technical services) which the scientist performed, at least to a slight 
extent. This measure (Chart 4-B, p. 228) also accompanied achievement 
most strongly in loose situations (level TV), and was least helpful (or even 
inhibiting) in moderately tight ones (level II). 

To sum what we have seen thus far: in loose situations compared to 
tight ones, several measures of motivation and stimulation correlated more 
strongly with performance. Our general expectation was borne out 
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Chart 3-B. Competition among individuals showed an opposite pattern. It characterized 
paper publishers and valuable contributors in moderately tight situations; but as situations 
became looser, individual competition aided performance less, and may have inhibited writing 
and publishing in the loosest situations (V). 

B. INDIVIDUAL CONTROL (AUTONOMY OR INFLUENCE) 

A General Expectation 
When an individual is actively seeking some goal, he is sure to encounter 

obstacles which must be overcome. If the individual has autonomy, he can 
use his own discretion to find ways around them. If he has influence with 
decision-makers, he can get help in removing the barriers. For these 
reasons, autonomy or influence should enhance performance—providing 
the individual is motivated to achieve.4 

4Some evidence on this point appeared in an unpublished study in a manufacturing com­
pany, see footnote 3. Among individuals with high autonomy and influence (three items of 
such factors were combined into an index of "self-determination"), strength of inner 
motivation correlated more strongly with performance ratings, especially in research and 
engineering departments (rather than manufacturing). Where the situation is moderately 
loose and the individual has high control, strong motivation or stimulation may be partic­
ularly essential for achievement. 
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Chart 4-A. Scientists having several specializations did work of only average scientific value 
in the tightest situations (I), but of high value in the loosest ones (V), Such diversity, however, 
accompanied high performance on other measures in intermediate situations. The text dis­
cusses the puzzling exceptions at level TV. 

We are dealing here with a topic that has been much investigated in 
industrial organizations under headings such as "participation in decision­
making," "closeness or delegation in supervision," and "control." 

Previous studies have shown that such factors often tend to go with 
high productivity.5 But there have been frequent exceptions. Can we find 
a general framework that will incorporate both the general tendency and 
the exceptions? 

Autonomy and influence (for simplicity we may use the term "control" 
to refer loosely to either) are not, strictly speaking, nwHvational in char­
acter. They do not in themselves impel the person to action. Rather, they 
5Numerous studies at the Survey Research Center and elsewhere on influence in decision­
making are summarized by Rensis Likert in New Patterns of Management, McGraw-Hill 
Book Co., New York, 1961. For an introduction to a series of studies on control, see A. S. Tan-
nenbaum, "Control in Organizations: Individual Adjustment and Organizational Perform­
ance," Administrative Science Quarterly, 1962, vol. 7, pp. 236-257. 
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Chart 4-B. Scientists whose work embraced several kinds of R&D activities were not helped 
scientifically in tight situations (/ and ll), but they performed better than average under 
looser coordination. Diversity of functions aided usefulness at several levels. 

serve to facilitate. They serve to expedite reaching goals which the individ­
ual is already seeking. (It is true that individuals who are given autonomy 
or influence may thereby become more interested in the work. Control 
may serve to arouse motivation. But on a conceptual level the two notions 
of control and motivation are distinct.) 

How will the individual's control (autonomy and/or influence) affect 
his scientific performance as the situation varies from tight to loose? 

If the situation is tightly coordinated, the average level of autonomy or 
influence will, of course, be low. What of those persons who have more 
control than average? Our hunch is that it will not do them much good. 
The situation is too rigid; only minor modifications or detours are possible. 
Individual control can facilitate only mildly. 

In terms of correlations, we should observe either no correlation or at 
most a low positive one between performance and autonomy or influence 
in tight situations. 

As the situation becomes less tight, larger modifications in procedure 
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are possible. The person with above-average autonomy or influence can 
take major short cuts, or remove major roadblocks. High control can 
facilitate his work markedly. Assuming strong motivation, we should 
observe a strongly positive correlation between autonomy/influence and 
performance. 

When the situation becomes extremely loose, impediments are fewer; 
many alternative paths to the goal are possible. Individual control then 
diminishes in utility. The person with maximum autonomy/influence 
enjoys only a slight advantage over the person with moderate control. 
The correlation between performance and autonomy or influence should 
drop to a low positive. 

Another factor may affect our prediction. High control (autonomy/ 
influence) may have the effect of heightening the individual's dedication. 
If so, the increased motivation of the autonomous individual should assist 
his performance in a loose situation, by our earlier hypothesis. 

The net effect of these processes is that the correlation of performance 
with control should remain definitely positive in loose situations, though 
perhaps not so strong as in situations with a medium degree of coordina­
tion. 

Results with Mean Performance 

These expectations may be examined not only by the method of corre­
lations, but also by examining mean performance as control varies. Such 
results are shown in Chart 5 for mean scientific contribution in relation to 
autonomy; results with correlations will be given in the subsequent chart. 

In very tight situations (level I), an increase in autonomy was accom­
panied by only a mild rise in contribution. In moderately tight situations 
(level II), differences in autonomy made a sharper difference in contribu­
tion, and a curvilinear effect appeared: above 50% autonomy, performance 
dropped. In mixed situations (III), the performance rose still more steeply; 
and note that the optimal amount of autonomy increased from 50% to 
about 80%. So far, the picture fitted our expectation. 

In loose or very loose situations (IV and V), however, optimal auton­
omy returned to moderate. Above the 50% mark, further autonomy was 
accompanied by a drop in contribution. 

This much of a drop was surprising. From the previous theorizing, we 
might have expected performance in loose situations to level off as auton­
omy increased. But our speculation did not account for its dropping 
below average. 

(This pattern is, of course, consistent with other views of the same data 
which were presented in Chapter 2.) 
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Chart 5 differs in format; it plots mean scientific contribution by scientists who differed in 
individual autonomy (percent of own weight in setting goals). As situations changed from 
very tight (I) to mixed (III), the optimum amount of autonomy increased; but in loose situa­
tions (IV and V), performance of the most autonomous individuals dropped. 

Results with Correlations 
F r o m t h e s a m e d a t a c o r r e l a t i o n s c a n a l s o b e c o m p u t e d b e t w e e n a u t o ­

n o m y a n d p e r f o r m a n c e ; t h e s e a r e p l o t t e d i n C h a r t 6 . 

I n t h e t i g h t e s t s i t u a t i o n s ( l e v e l I ) , a u t o n o m y s h o w e d o n l y a m i l d p o s i t i v e 

c o r r e l a t i o n w i t h c o n t r i b u t i o n . A s t h e s i t u a t i o n b e c a m e l e s s r i g i d ( l e v e l s I I 

a n d H I ) , t h e c o r r e l a t i o n i n c r e a s e d ; a u t o n o m o u s i n d i v i d u a l s m a d e s i g n i f i ­

c a n t l y b e t t e r c o n t r i b u t i o n . B u t i n s t i l l l o o s e r s i t u a t i o n s ( I V a n d V ) , t h e 

c o r r e l a t i o n d i s a p p e a r e d , o r b e c a m e s l i g h t l y n e g a t i v e . N o t e t h a t a u t o n ­

o m o u s s c i e n t i s t s h e r e p u b l i s h e d s i g n i f i c a n t l y fewer p a p e r s — o r p e r h a p s w e 

s h o u l d s a y t h o s e w i t h l i t t i e a u t o n o m y p u b l i s h e d m o r e . 

A m e a s u r e o f influence a p p e a r s i n C h a r t 7 , d e r i v e d f r o m Q u e s t i o n 3 1 

as d e s c r i b e d i n C h a p t e r 2 : t h e r e s p o n d e n t ' s e s t i m a t e o f h i s i n f l u e n c e o n 

t h e p e r s o n o r g r o u p ( o t h e r t h a n h i m s e l f ) w h o h a s " m o s t w e i g h t i n c h o i c e 

o f y o u r w o r k g o a l s . " I n f l u e n c e r e g a r d i n g g o a l s w a s u n c o r r e l a t e d w i t h 

c o n t r i b u t i o n o r u s e f u l n e s s i n t h e t i g h t e s t s i t u a t i o n s ( I ) , b u t s i g n i f i c a n t l y 

c o r r e l a t e d a t l e v e l s I I a n d I I I . T h e r e a f t e r t h e c o r r e l a t i o n s w e r e s t i l l 

p o s i t i v e , b u t l o w e r a t l e v e l s I V a n d V . 

I n s h o r t : t h e m e a s u r e o f influence regarding goals f i t t e d o u r p r e d i c t i o n 

p e r f e c t l y i n t e r m s o f c o r r e l a t i o n s w i t h s c i e n t i f i c c o n t r i b u t i o n a n d u s e f u l -
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Chart 6. /rt terms of correlations, autonomous individuals performed well in scientific contribu­
tion and usefulness in moderately coordinated situations (II and III). But in loose situations 
(IV and V), autonomous individuals wen average or below in performance, especially in 
publication of papers. 

ness: zero correlations in the tightest situations (level I), significantly 
positive correlations in moderately tight situations (II and III), mildly 
positive in loose ones (IV and V). Autonomy fitted this expected pattern 
fairly well, but the zero or negative correlations in loose situations were 
puzzling. 

C. SEARCH FOR AN EXPLANATION: SIDE EFFECTS OF AUTONOMY 

We come now to the third step in our chain of investigation. We have 
seen (Part A) that as situations became looser, a high level of either internal 
motivation or external stimulation was increasingly important for high 
achievement. We also found (Part B) that autonomy was most useful in 
situations of moderate tightness, but in loose situations it actually seemed 
to inhibit performance. 

Why should this be? Was it possible that complete freedom in these 



232 S C I E N T I S T S I N O R G A N I Z A T I O N S 

.30 

.20 

.10 

•S .00 

I 
- .10 

- .20 

- .30 

Con-elntion of Influence \ / 
Regarding Goals with: 

Scientific contribution 
UMfulncss — 

Papers/patents 

Reports»— 

I 
T ight 

in 

Coordination 

I V V 
Loose 

Chart 7. Scientists who could influence other people in regard to their goals were only 
average performers in very tight situations (I), but high in scientific contribution and useful­
ness in moderate situations (II and III). After that, the connection of influence with perform­
ance dropped. 

already-free situations had certain side effects on motivation which lowered 
performance? 

To follow this lead, we studied the correlation between autonomy 
and each of the motivational factors examined before, within the five 
levels of coordination. 

Autonomy and Motivation 
Chart 8 plots correlations within each of the five coordination levels, 

between autonomy and three measures of individual motivation. 
In very tight situations (I), autonomous individuals felt strongly involved 

in their work. But as we saw in Chart 1-A, under tight coordination, 
involvement enhanced only mildly the scientific value of the man's work. 
Therefore the beneficial effect of autonomy on motivation was largely 
nullified by the rigid situation. 

At level I I , autonomy was not linked with motivation. But this absence 
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Chart 8. Autonomous individuals were strongly involved in their work in very tight situa­
tions (I), but not in very loose ones (V). In the loosest situations, autonomy failed to correlate 
with motivation from own ideas, or desire for self-actualization. 

did not weaken the connection of autonomy with performance; apparently 
(as we shall see in a moment) autonomy brought compensating stimulations 
which kept performance high. 

In mixed or moderately loose situations (levels I I I and IV), the more 
autonomous scientists were above average in motivation. In these situa­
tions, involvement enhanced performance (Charts 1-A through 1-C); it 
should follow that autonomy would also have a favorable effect, and this we 
noticed at level I I I . (Why not at level IV? We shall see in Chart 10 that 
autonomy at this level accompanied fewer R & D functions and fewer 
decision-making sources—and these losses in stimulation may have nullified 
the effect of internal motivation.) 

Finally, in the very loose situations (V), we were surprised to note 
that extreme autonomy permitted (or perhaps encouraged) a lack of in­
volvement in the work. It also accompanied a slight weakening of desire 
for self-actualization and, paradoxically, some dimirushing of self-direction 
from one's own ideas. Why? For the completely autonomous man, no 
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one else helps him to chart his course. Does this mean that no one else 
is interested? And if no one else is interested, does he lose interest himself? 

Whatever the explanation, the resulting loss of motivation may have 
withdrawn important factors ( as we saw in Charts 1-A through 1-C) in 
maintaining high performance. 

Autonomy, Colleague Interaction, and Competition 
Next let us examine various sources of external stimulation. Chart 9 

shows data on interaction with colleagues, and competition between groups. 
In general, correlations were very slight, but starting with level I I 

they became progressively smaller as looseness increased, and became 
negative at level V. But we saw before (Charts 2-A and 2-B) that at level 
V such contacts and competition helped to keep achievement high. 

Complete autonomy, then, appeared to isolate the individual from 
colleague stimulation; and this isolation may have hindered achievement. 
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Chart 9. In moderately tight situations (II), autonomous individuals had slightly more inter­
action than average, but in very loose situations (V), their interaction with colleagues was 
below average. 



Coordination 235 

.50 

30 

.20 

10 

.00 
ra 

10 

.20 
Correlation of Autonomy 

with number ol: 
.30 Decision-ma king sources 

Areas ol specialization 
R s D (unctions .50 

i ii m iv v 
Tight Loose 

Coordination 

Chart L0. Since autonomy and number of decision-making sources were derived from the 
same question, the negative correlations at levels IV and V ivere to be expected, but the 
positive correlations at levels I and I! were surprising. Autonomous individuals were likely 
to have several specialties or R i? D functions in moderate situations (ll and III), but fewer 
of these in loose situations (IV and V). 

Autonomy and Decision-making Sources 
In Chapter 2 we observed that for most groups, when several "decision­

making sources" shared in deciding the individual's technical goals, he 
was likely to perform better. When we examined this measure in relation 
to performance at the various levels of coordination, the correlations (not 
shown) were generally positive at all levels except V. 

The number of decision-making sources and the measure of autonomy 
(own weight in setting goals) were derived from the same question. It 
is to be expected, therefore, that a person who claimed much weight for 
himself could not assign much weight to other people. The correlation 
between autonomy and number of decision-making sources should be 
negative; and this turned out be the case at loose levels IV and V, 
as shown in Chart 10. 
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But note the remarkable result in tight situations (I and II). Actual 
amount of autonomy was low, of course. And the correlations between 
own weight and number of other persons having weight were strongly 
positive rather than negative. Individuals who had more autonomy in 
making decisions at the same time involved a larger number of other 
people. Clearly, these individuals must be involving people in addition 
to their supervisor—either colleagues or high echelons or both. And it was 
probably the involvement of higher echelons by scientists at level I I that 
stimulated autonomous individuals here to moderately high achievement, 
even though they were not internally motivated. 

Level I provides an instructive contrast to I I . In these tightly controlled 
settings, the autonomous individual felt strongly involved; and he was also 
stimulated by several decision-making sources. But despite both inner 
and outer excitation, autonomy brought only a modest rise in perform­
ance (Charts 5 and 6). Presumably the rigidities of the setting prevented 
the autonomous and eager individual from performing much better than 
his directed and passive co-worker. 

Autonomy and Diversity 
Chart 10 also shows correlations between the two diversity factors and 

autonomy. At level I I , autonomous individuals had more specialties, and 
at level HJ, both more specialties and more R & D functions. (Whether 
self-determining individuals developed more interests, or whether those 
with broad interests were given more freedom, cannot be determined. 
Perhaps some of both.) In any event, the corresponding diversity accom­
panied high performance at one or both of these levels (Charts 4-A and 
4-B). Therefore diversity reinforced the correlation of autonomy with per­
formance at these levels. 

Under looser coordination, however, high autonomy was not accom­
panied by greater diversity, but the reverse. Self-determining individuals 
at levels TV and V were more restricted than average in the number of 
different R & D functions they performed, and (at level V) in the number of 
their specialized areas. Autonomous individuals, in short, were narrowing 
their interests, and this orientation (Charts 4-A and 4-B) was detrimental 
to scientific achievement. 

SUMMARY AND IMPLICATIONS 

In this chapter we have attempted to pull together findings from a 
number of previous chapters, and to build from them some relatively 
abstract generalizations about the performance of scientists in organiza­
tions. We have tried to find some way of incorporating in one framework 
some apparently inconsistent or even contradictory findings. 
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We found that the more loosely coordinated a situation was, the more 
necessary it was that the individual remain strongly motivated or stimulated 
if he were to continue achieving. 

We also found, however, that a relatively high level of individual 
autonomy was effective mainly in the middle range of situations—those 
which were neither very tightiy coordinated nor loose. In the latter, where 
members already enjoyed considerable freedom, the most autonomous 
scientists were below average in performance. 

One explanation for these results may be that in loose or extremely 
loose settings the most autonomous scientists tended to withdraw from outer 
stimulation (or to reduce inner motivation), that is, to weaken stimuli which 
might have enhanced their performance. In very tightly coordinated situa­
tions, at the other extreme, autonomous individuals were both motivated 
and stimulated; but the rigidities of the setting apparently prevented these 
factors from enhancing creativity. Thus only in the middle-range situations 
were two essential conditions present: (a) high autonomy was accompanied 
by a number of strong motivations and stimulations, and (b) the setting 
was flexible enough to allow these factors to improve performance. 

In the loosest settings, full autonomy may encourage complacency 
rather than zest, narrow specialization rather than breadth. In the strong­
holds of research, the isolated rooms in the ivory tower may not be the 
best habitat for achievement 

Suggestions for Managers 
For further implications of these results, we conclude with the following 

dialogue. 

Tbe picture you have drawn makes some sense. But does it have any 
practical advice to offer me as a research manager? 

It suggests, we think, that you emphasize different techniques when 
dealing with different segments of your research organization. For the 
sake of discussion we'll stretch a point and assume that all five levels of 
coordination are represented in different parts of your organization. Con­
sider first the research engineers in your development laboratories: mod­
erately autonomous non-Ph.D's, developing new products or processes. 
Let's assume they correspond to level HI. For these men, the kind of 
philosophy represented in Rensis Likert's New Patterns of Management 
should be highly effective. These men should rise to the challenge of more 
participation in decision-making. Stimulate them with a wide variety of 
problems. Make sure each man has three or four specialized skills, and a 
fair degree of leeway to follow up his own ideas. 
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What about my design engineers—the ones who are putting together the 
hardware or the manufacturing processes based on protypes developed by 
the research men? 

These perhaps correspond to level I I where the job requires coordinated 
teamwork. Here the thing to emphasize is considerable interaction. See 
that each man gets to know many others throughout the organization. 
Schedule frequent but brief meetings of a half-dozen people each to ex­
change progress reports. Each individual might work on a limited number 
of activities, but make sine he keeps in touch with people doing related 
work. Maybe a series of overlapping committee assignments would serve 
well. See to it, also, that each man has a chance now and then to discuss 
his work with.key executives. 

Some of my knottiest problems concern my assistant scientists in the 
development labs; they are professionals, all right, but essentially extra 
pairs of hands for the Ph.D's. And when the Ph.D's have to mesh with 
other teams, they can't give their assistants much chance for initiative or 
participation in decisions. 

If these correspond to level I , you do have a difficult job here. Perhaps 
it will be easier, though, if you draw a distinction between creativity and 
productivity. Our data don't show many ways to increase creativity at this 
level, but there are several hints for increasing usefulness, which you 
might call productivity. For example, these people were useful when they 
had several specialized skills and carried on different kinds of R & D 
functions. A label for this in personnel circles is "task diversification." 
Also, usefulness in this group was moderately high if the members were 
strongly involved in the work, if they talked often with colleagues, and if 
several other people or groups were involved in setting their goals. And 
perhaps these factors all tie together. Give the man a chance to partic­
ipate in meetings where the work of the section is discussed, and his 
interest in it will increase. His job may not allow him to be especially 
creative, but he will work hard within the limits of his assignment. 

What about my topnotch Ph.D's in the development labs—the ones who 
largely set their own pace? These are the ones I rely on for pioneering 
work in new products. 

Assuming that these correspond to level IV, make sure that they don't 
limit themselves to one or two kinds of R & D functions—basic research to 
the exclusion of applied research, or concentration only on product im­
provement. Toss them a problem from time to time outside their imme­
diate line of investigation. Also, find out whom they are talking to, and 
about what. If they are spending their coffee hours in hot shop-talk, finel 
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If not, encourage them to collaborate with two or three others. Invite 
them to present their ideas several times a year to small seminars of 
colleagues. 

Now we come to the group for which the term "management" may be 
an Illusion: basic research Ph.D's. They tell me just to leave them alone 
and not bother them. Is there anything else a manager can do, aside 
from seeing that they have the resources they want? 

We're not sure. There are some pitfalls here. Complete autonomy for 
each individual can debilitate. Apparently it has this effect by isolating 
him from potential stimulation. Here the role of colleagues can be crucial. 
If he talks often with his co-workers, and has a fairly wide circle of them, 
you can be reassured. 

How to stimulate communication? Maybe that's where, as a research 
manager, you can be creative. By keeping in close touch with each man's 
interests, you can suggest other people who could be useful to him. You 
can invite individuals to present their ideas at seminars, or send them off 
to conferences. 

For these basic research Ph.D's, also, competition between groups might 
be stimulating. A race to establish priorities in a new scientific field—a 
race between institutions or groups, that is, not between members of the 
same group—may help to build involvement and maintain challenge. 

Try to challenge each man from time to time with a problem that 
stretches him. (It can't be assigned, of course; you have to sell him on the 
problem.) Such a challenge will nourish his desire to learn and grow—and 
as long as this is alive, his creativity will be high. Don't let him rest on 
his reputation as the leading expert on X. 
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GROUPS 1 

Groups Declined in Performance After Several Years, 
but Less If the Members Became Cohesive and Intel­
lectually Competitive 
Wallace P. Wells and Donald C. Pelz 

In this chapter we focus on group age—how long the members 
of a research or development team have been together. 

This factor raises important questions for the research director. On 
the one hand he could argue that several years of experience will 
forge a set of individuals into a smooth problem-solving team. On 
ihe other hand, he might expect a group to grow stale as the mem­
bers exhausted each other's stock of ideas. How long should the 
members of a group stay together for best performance? 

When we asked technical audiences to make a prediction about the 
effects of group age based on their own experience, the guesses varied 
widely; the most typical view, perhaps, was that performance rises during 
the first three or four years of group life, and then drops. 

The only prior evidence we know of from research labs was a study 
done by Herbert Shepard.2 In 21 industrial laboratories he asked research 
directors to rank teams or sections on several criteria such as "creativity." 
The high- and low-ranking teams in each lab were asked for further infor­
mation, including length of time in the group. Highest-ranking groups, 
he found, were those less than 16 months in group age; thereafter all 
rankings by management dropped consistentiy with increasing age. (Rank­
ings of the group by its own members also dropped, but showed a come­
back when the groups were two to five years in age.) 

Was this drop in performance genuine, or did it simply reflect the 
managers biases? (Since the manager probably had a hand in putting 

'This chapter is based on a doctoral dissertation by Wallace P. Wells, "Group Age and 
Scientific Performance," University of Michigan, 1962; available through University Micro­
films, Ann Arbor, Michigan. 
a H . A. Shepard, "Creativity in R / D Teams," Research and Engineering, October 1956, 
pp. 10-13. 

240 
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together a new group, maybe it had to look good to him at first.) Or per­
haps it is in the nature of R & D that the first broad steps seem exciting, 
whereas the later hard work of running tests and perfecting the design 
seems unproductive. But, of course, it is possible that groups really do 
become stale over time. What would our date show? 

This chapter starts with some preliminary ideas on how group age 
might affect the intellectual "uncertainty" and emotional security that may 
be required for creativity. It describes how 83 groups were located, and 
how averages on scientific contribution and usefulness were obtained and 
adjusted to eliminate effects of extraneous conditions. The adjusted scores 
showed a general decline in scientific contribution as group age increased, 
and a curvilinear effect for usefulness, peaking at 4 to 5 years of group 
age. In a search for factors that might account for these trends, the chapter 
next examines how a number of social factors changed with group age. 
Older groups were more relaxed than younger ones in several ways: less 
communicative, less competitive, and less secretive. Older groups also were 
more specialized in their interests. Finally, the chapter considers how 
these factors related to performance of younger and older groups, and 
reports that older groups retained their vitality if they maintained vigorous 
interaction and "intellectual tension." 

Some Theoretical Ideas 
The analysis of data was guided by some preliminary notions of the impor­

tance of both "uncertainty" and "security" for scientific achievement.3 One 
condition for scientific achievement, we surmised, was some degree of intel­
lectual uncertainty or unpredictability. The solution to a problem should not 
be self-evident; otherwise no search for better solutions would take place. 
The members of a problem-solving group should not think alike, nor 
should they be sure how the other members would approach a new 
problem. 

At the same time, we felt, scientists must have a certain level of personal 
security or self-confidence; an insecure or anxious scientist would stick to 
"safe and sure" solutions. Too little anxiety, on the other hand, might 
mean complacency in which there is no search for new solutions. 

Some middle level of both factors, we thought, might be the optimal 
atmosphere for scientific achievement.4 Further, we suspected that the 
3 D. C. Pelz, "Uncertainty and Anxiety in Scientific Performance," working paper, 1990, 
53 pp.; available as Publication #1588 from the Survey Research Center. University of 
Michigan. 
4For example, E. D. Longenecker, "Perceptual Recognition as a Function of Anxiety, 
Motivation, and the Testing Situation," Journal of Abnormal and Social Psychology, 1962, 
vol. 64, pp. 215-21, has summarized a number of studies which indicate that an inter­
mediate level of anxiety is associated with optimal performance on experimental tasks. 
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effects of each factor would be interdependent on the other. Given an 
atmosphere of emotional security, the scientist could benefit from a con­
siderable amount of intellectual uncertainty. Given an atmosphere of 
anxiety, though, relatively little uncertainty could be tolerated 

How were these intuitive notions relevant to the phenomenon of group 
age? Our hunch was that new groups would experience both anxiety and 
uncertainty; and that as groups aged and became adjusted both to each 
other and to the task, they would become more secure and less uncertain. 

If so, it seemed likely that newer groups would benefit from conditions 
lending security or reassurance, whereas older groups would benefit from 
conditions which prevented certainty, by facing the group with unexplored 
problem areas, diversity of viewpoint among members, intellectual dis­
agreement, and the like.5 

Data to Test These Ideas 
In order to test these ideas, 83 groups or teams were identified whose 

members were included in our study. Forty-nine of these were in industry 
and 34 in government; the university contained few "groups" in the same 
sense. Groups were identified by examining formal organization charts to 
locate nonsupervisory scientists or engineers reporting to one administra­
tive chief. We then consulted questionnaires to be sure that each group 
member named as his "administrative chief or his "technical advisor" 
the organization chart supervisor or another group member. In a few 
instances where the members named the supervisor's boss as their chief, 
he also was included. (Supervisors were considered to be group members.) 

About half the groups contained from two to five members, and half 
from six to 25. On the average, industrial groups were slightly smaller 
than government (three out of five in industry contained two to five mem­
bers, whereas one out of three in government was this size). 

For each of the 83 groups, the group's score (usually the mean) on a 

S A relevant study fs that by E. P. Torrance, "Some Consequences of Power Differences on 
Decision Making in Permanent and Temporary Three-Man Groups," in A. P. Hare, 
E. F. Borgatta and R. F. Bales (eds.). Smalt Groups, Alfred Knopf, New York, 1955, pp. 
462-92. He compared temporary and permanent three-man bomber crews and found that 
the temporary crews produced a higher percentage of correct solutions to an arithmetical 
problem than did the permanent crews. Among other factors which might be responsible, he 
found that in stories written about a hypothetical conference, the low-status members of 
permanent crews made fewer references to disagreement than did the high-status members 
of these crews; but in temporary crews the low-status members referred to disagreement 
just as much as the high-status members. Torrance felt that the low-status members in 
permanent crews did not feel free to disagree and therefore withheld their ideas. The free 
expression of disagreement appears necessary to maintaining a climate of intellectual 
uncertainty. 
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large number of variables was determined, and the analysis was then done 
using these group scores (rather than individual scores). 

"Group age" was defined simply as the average number of years that 
each member had belonged. Conceivably a group could have been in 
existence for a long time and still score as "young," if it had recruited new 
members. 

In our data collection we did not attempt to assess the performance of 
groups as such (as did Shepard), only the performance of individuals. 
(To do so we would have had to use the judgment of a few people at the 
top; we wondered whether they were close enough to technical details. 
We wanted performance to be evaluated by a number of colleagues in 
close touch, nonsupervisory as well as supervisory.) 

Therefore we started with the colleague judgments of the "scientific 
contribution" and "over-all usefulness to the laboratory" of each scientist 
or engineer, as described in Chapter 1. Taking the "raw" percentile scores 
from 0 to 99 (not corrected for length of individual experience, as described 
in Chapter 1), we obtained the arithmetical average or mean for each 
group. This provided two measures of the groups' performance which 
were then adjusted as described next. 

Adjustment of Group Performance Measures. A preliminary search for 
the group age effect, using raw means of group performance, was disap­
pointing. We soon realized that as group age increased among our 83 sets, 
various other characteristics changed too, and these were also related to 
performance. 

In loose or autonomous departments, groups tended to be larger than 
in centralized or coordinated departments (managers of the latter had a 
freer hand to reorganize and start small new groups). But in autonomous 
departments the raw group performance scores were higher than those in 
coordinated ones by 20 percentile points on the average for scientific 
contribution and 14 points on usefulness.8 

Furthermore older groups tended to be larger, to consist of individuals 
who were themselves older, and to contain more Ph.D's; and these ten­
dencies were especially strong in autonomous departments (see Table 1). 
It appeared that research directors, especially in autonomous departments, 
were reluctant to reorganize teams containing Ph.D's, which tended to 
persist and grow larger. 

Therefore when group age was allowed to vary, several other charac­
teristics associated with performance did also, obscuring the basic effect 
of group age as such. 

By techniques described in Appendix C, the effects of other variables 
were removed. The performance scores were adjusted by adding or sub-
4 Appendix H describes how departments were classified. 
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TABLE I As shown by these correlation coefficients, older groups tended to 
contain more members, older members, and more Ph.D's. The effects were stronger 
in autonomous than in coordinated departments. 

Correlation with group age for groups in; 

Group size (number of members) 
Average age of members 
Educational status (proportion of 

Ph.D's) 

Autonomous 
departments 

(N = 51) 

.40* 

.62* 

.51* 

Coordinated 
departments 

(fV = 32) 

.10 

.48* 

.19 

All 
departments 

(N= 83) 

.33' 

.58* 

.37° 

*An asterisk Indicates that the correlation is "statistically significant at the .01 level." That 
is, if group measures such as the above were randomly paired (with an underlying zero 
relationship), correlations as large as those starred would arise by chance only one time 
out of 100. 

tracting appropriate constants in such a way that the adjusted scores were 
no longer related to the "extraneous" factors of individual age, proportion 
of Ph.D's, departmental autonomy or coordination, etc.—extraneous, that 
is, for the purpose of studying effects of group age alone. 

We originally suspected that groups might "age" at a different rate in 
autonomous and coordinated departments. But after making the adjustments 
described in the appendix, we found that the effects of age as such were 
much the same in both kinds of departments; therefore the results have 
been combined. 

How Group Age Related to Group Performance 
When we then examined group age in relation to the adjusted group 

performance scores, the curves shown in Chart 1 appeared. 
The general decline observed by Shepard appeared rather clearly for 

the measure of scientific contribution; the measure of over-all usefulness 
showed a gain at 4 to 5 years of group age, and thereafter declined. 

One interpretation of the dual trend may be this: for strictly scientific 
or technical advances, new members of a group do indeed provide fresh 
viewpoints and stimulate each other to think in new ways. But in order 
to be useful to the organization—which often means solving problems 
efficiently by methods which have worked well in the past—a group takes 
several years to solidify as an effective team. 

For some later analyses we found it useful to split our population into 
39 "younger" groups (0 to 3 years), and 44 "older" groups (4 to 12 years). 

Table 2 summarizes the age trends in terms of correlation coefficients. 
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Chart 1. Average scientific contribution was highest for newest groups—those under 24 months 
of group age, with some resurgence at 4-5 years. Over-all usefulness, on the other hand, did 
not reach its peak until 4-5 years of group age. [Performance scores have been adjusted to 
rule out effects due to average age of individual members, percent of PhD s, kind of institution, 
and departmental coordination.) 

T A B L E 2 The following correlations illustrate that as group age increased, mean 
scientific contribution (adjusted) declined among the total set of groups; mean 
usefulness declined most sharply with age among the 4-12-year-old groups. 

Correlation of group age with two 
performance measures among: 

Scientific contribution 
Over-all usefulness 

Younger 
groups, 
0-3 yrs. 
(N = 39) 

- .35* 
- .11 

Older 
groups, 

4-12 yrs. 
(N = 44) 

- . 29 
-.37" 

All 
groups 
(W = 83) 

- .25* 
- .13 

* Correlations this large would not arise by chance more than one time in 20. 
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Within the younger and older halves of the group age distribution, as well 
as in the total distribution, scientific contribution had a significant nega­
tive correlation with group age. Usefulness showed no strong over-all 
trend because of the peak in the middle, but after four years of group age 
it declined significantly as age increased. 

Changes in Group Characteristics with Age 
Our next task was to see whether we could account for these relation­

ships. One branch of this search examined the social and psychological 
characteristics of young groups compared with old. Keep in mind that we 
did not actually observe the same groups over time; we only had data on 
existing teams of different ages. Keep in mind, too, that older groups 
differed in many ways, such as size and educational level, which seem 
extraneous to the aging process as such. 

Communication and Cohesiveness. Two measures were used to assess 
communication: (a) frequency of contacting supervisors and colleagues, 
and (b) total time spent contacting them. These were Questions 41 and 
42 shown in Chapter 3. "Group cohesiveness" was measured by the pro­
portion of "most significant colleagues" chosen from among members of 

cwty 

Four 
times 

Three 
times 

Twice 
• week 

Once 
a week 

Average frequency of 
communicitton with: 

CNel 
Main colleagues 

V 

Less 
than n . 
weekly 0-1 

yr 
2-3 4-5 6-7 

Group age 

8-9 10-12 

Chart 2. As group age increased, members became more isolated. Mean frequency of contact 
with the chief dropped from several times a week to weekly; communication among members 
dropped even lower. 
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Chart 3 shows a similar drop m contact when measured by amount of time spent per week. In 
new groups, members spent four hours weekly with their chief, but in old groups, only one or 
two hours. Members spent less time with each other than with the chief, and this also dropped 
with increasing group age. 

the work group (ratio of total within-group choices to total possible 
within-group choices). The resulting ratio proved to be independent of 
group size. 

Charts 2, 3, and 4 show how these measures changed with increasing 
age. All the measures of communication declined steadily among groups 
of increasing age. At the same time, cohesiveness began to rise as members 
got better acquainted. That is, they tended to select one another more as 
"significant colleagues." But after 4 to 5 years together, a reverse trend 
set in; cohesiveness dropped to its initial level, and even lower among the 
oldest groups who by this time were seeing their chief only a few times a 
month, and their colleagues even less than that. It is even hard to imagine 
the latter as constituting a "group," the connections seem so tenuous. 

The cohensiveness curve was remarkably parallel to the usefulness 
curve in Chart 1—even to the slight rise in cohesiveness at 8 to 9 years 
which paralleled a mild spurt in usefulness at this point. Note a similar 
rise in frequency of contact at this age.7 

TThe four communication measures all related to each other positively, that ii, groups high 
on one tended also to be high on the others. 
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Chart 4. "Cohesiveness"—measured by proportion of significant colleagues chosen from 
within the group—first rose (as expected) to a maximum at 4-5 years, but thereafter declined. 

Competition and Secretweness. Preliminary interviews had often shown 
scientists aware of friendly but stiff intellectual competition with colleagues. 
As one confessed privately, " I want to be known as a smart cookie." This 
intellectual rivalry undoubtedly stimulates, but it may also inhibit. Some 
scientists may hold back their best ideas until they can pin down their 
claim to authorship or substantiate their views. 

Questions 34 and 35 shown in the following boxes were designed to tap 
these feelings of intellectual rivalry or inhibition. For "besitence to share 
ideas" we often use the shorthand term "secretiveness," though the reader 
should realize that secretiveness was at most mild in these situations. 

Question 34. To what extent are you (or your colleagues) aware of compet­
ing technically with other professionals—striving to be first or best in 
solving key problems? 

[Responses ranged from "none" to "intense" concerning:] 
Between myself and individual colleagues 
Between my immediate group (team, section, project, etc.) and other 
groups 
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Question 35. Scientists and engineers are sometimes secretive about their 
technical ideas for fear of meeting skepticism or disapproval, failure to give 
proper credit, jockeying for rewards, etc. To what extent have you observed, 
among professionals like yourself, any hesitance to share technical ideas freely 
in the following situations (technical ideas other than those limited by 
security regulations). 

[Respondent rated "hesitance to share" from "none" to "severe" con­
cerning:] 

My immediate groups (sections, projects, teams, etc.) 
Other technical groups within this organization 

How did competition and secretiveness change with group age? The 
actual trends are plotted in Charts 5 and 6. Competition between col­
leagues declined up to 6 to 7 years, but after that rose again. Did members 
become so isolated that they no longer felt a part of the same group, and 
therefore began to compete again as individuals? 

Competition between groups showed a slight increase at first, and there-
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Chart 5. Perception of competition toith individuals declined as group age increased, but rose 
again among ihe oldest groups. Perceived competition between groups rose at first, and then 
dropped. Groups at 4-5 years felt more external than internal competition—paralleling the 
peak in cohesiveness and usefulness at this age. 
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Chart 6. In general, members reported little or no hesitance to share ideas. Even so, mere 
was some variation with group age; perceived secretiveness within immediate groups and 
between groups rose slightly at first, then generally declined. Older groups were more relaxed. 

after a drop (with the same puzzling upsweep among older groups). 
Secretiveness within groups and between groups rose slightly at first, 
thereafter showed an irregular decline.8 

It is possible, of course, that an individual group will change over time 
in a different pattern from that shown here. All we can say is that for our 
set of 83 groups, as a whole, the teams became more relaxed over time— 
less competitive and less secretive. This trend was consistent with our 
general theoretical hunch that older groups will gain in a feeling of 
security and self-assurance. 

Similarity and Specialization. According to our initial notions, older 
groups should not only gain in security and assurance, but should also lose 
uncertainty. Their intellectual world—their approaches to problems, their 
knowledge of each other's abilities and ideas—should become more stable 
and predictable. 
9The various measures of competition and secretiveness were themselves positively inter­
related. 
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We explored several ways of measuring these factors. Three subsequently 
proved useful. Similarity was measured by Question 45 (shown in Chapter 8) 
which asked scientists how similar they were to their colleagues with res-
spect to strategies used in tackling technical problems. 

Specialization was assessed by two items from Question 19 (see Chapter 
6). In item 19E, scientists indicated their preference for mapping "broad 
features of important new areas, leaving detailed study to others." Item 
19F asked about their preference for probing "deeply and thoroughly in 
selected areas, even though narrow." 

Scientists and engineers with whom we have discussed these results 
generally agreed with our expectation that over time, group members 
would become similar to one another in their approach, and would move 
from a "broad" perspective to a "deep" or specialized one. 

The actual trends are plotted in Charts 7 and 8. As expected, mean 
perceptions of similarity in approach did generally increase, with a maxi­
mum at 6 to 7 years. (This was the point, we saw in Chart 5, where 
individual and group competition was lowest.) After that, oddly, similarity 
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Chart 7. Perceived similarity to colleagues in style of approach or "technical strategy" rose 
skghtty (as expected) to 6-7 years, but then dropped 
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Chart 8. Average preference for "broad mapping of new areas dropped steadily with group 
age, whereas interest in "deep probing of narrow areas" rose. 

dropped again (whereas competition rose). Perhaps the members in these 
oldest groups were so separate that they were no longer sharing one 
another's viewpoints. 

Chart 8 exactly confirms the expected trends. As the age of groups 
increased, they became less and less interested in "broad mapping of new 
areas," more and more engrossed in "probing deeply in narrow areas." 
Note the position of the two curves at group age 4 to 5 years, the point 
of maximum usefulness and moderately high scientific contribution. Groups 
which had become specialized without losing breadth—and had reached 
internal cohesiveness with external competition—were functioning at the 
peak of their power. 

As groups aged further, perhaps the trend toward specialization was so 
strong that each member created his own niche and no longer resembled 
any other member. This might account for the drop both in similarity 
and in cohesiveness. 

Effects of Communication on Performance by Younger and Older Groups 
We have seen that communication declined in older groups. And from 

Chapter 3 we know that communication was related to individual per-
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formance. We now wanted to see whether this decline affected group 
performance. Specifically, we were curious about how communication 
related to performance in younger and in older groups. 

Initially we suspected that in new groups the members might have to 
talk a lot in order to achieve. They would have to find out each other's 
ideas in order to function smoothly; therefore frequent communication 
should go with high performance. And we suspected that in older groups, 
where the members knew each other well, less talking would be needed; 
frequency of communication should make little difference to performance. 
Exactly the opposite proved to be the case, as shown in Table 3. 

Communication with colleagues went with high performance in older 
groups only—mildly so for scientific contribution, more strongly for use­
fulness. The measure of group cohesiveness {proportion of group members 
chosen as "significant colleagues") showed the same pattern. However, 
the amount of time spent per week in talking did not matter. Many brief 
conversations rather than few long ones, among colleagues who valued 
each other, was the pattern in effective older groups. 

TABLE 3 These correlations indicate that frequent contact among members and 
strong cohesiveness went with high performance in older groups only, but frequency 
of contacts with chief did not matter. See text for discussion of chief "s role. 

Correlations Correlations 
with scientific with over-all 
contribution usefulness 

Younger Older Younger Older 
groups groups groups groups 

(tf = 39) (N = 44) (tf = 39) (tf = 44) 

Frequency of communication 
with colleagues -.19 .17 .04 .35* 

Time communicating with 
colleagues -.02 .21 -.07 .09 

Croup cohesiveness (mutual 
choice) -.05 .36* .12 .39* 

Frequency of communication 
with chief* .14 -.04 .05 .08 

Usefulness of chief for 
original ideas .31' .11 .25 -.12 

Usefulness of chief as neutral 
sounding board .15 .25 -.10 .36* 

* Statistically significant at .05 level. 
'Based on responses of members other than chief. 
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What about the chief? We saw before (Charts 2 and 3) that communi­
cation with him also dropped in older groups. But unlike colleague com­
munication, frequency of contacting the chief showed no over-all rela­
tionship to performance, either in younger or older groups. (The table 
shows only frequency; amount of time was also unrelated.) 

As we pondered these results, it seemed possible that not the quantity 
but the quality of the chief's interactions might make a difference. Ques­
tion 46 (see the following box) sought to tap qualitatively distinct ways in 
which a chief might be useful to his group. 

Question 46. Scientists and engineers can be useful to each other in dif­
ferent ways. [Nine functions were listed, mcluding:] 

A. Technical know-how, sharing with others his wide knowledge, skill, 
or experience 

B. Original ideas, imaginative or unusual ways of looking at problems 
D. Critical evaluation, searching questions as to what is sound or 

realistic 
F. Neutral sounding-board, open-minded listener for others to try out 

their ideas 
H. Appreciation and encouragement for the work being done by others 
As far as you are concerned, which of these things does your administra­

tive chief do best? That is, in which of these ways is he most useful to pro­
fessionals like yourself (people who report to him or work closely with 
him)? 

[Respondent ranked the nine functions provided by his chief, from most 
useful to least useful (or not performed at all).] 

Two of these functions related differently to performance in younger 
and older groups, as shown in Table 3. Younger groups benefited (especially 
on scientific contribution) if their chief was a source of original ideas. 
Older groups benefited (especially on usefulness) if their chief was avail­
able as a neutral sounding board for them to try out their own ideas. In 
both instances, the chief was available, but performing a different role. 

Effects of Competition and Secretiveness in Younger and Older Groups 
We saw before that older groups became more relaxed, with less intel­

lectual rivalry among individuals or among groups, less hesitation about 
sharing ideas freely. These trends were in line with our initial hunches on 
greater security in older groups. 

Now the question was: would relaxation harm performance? For com­
petition, this seemed a reasonable prediction. The findings in Table 4 
partially confirmed the expectation. Competition between colleagues was 
mildly (not significantly) associated with higher performance—and mainly 
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TABLE 4 Competition with colleagues was mildly correlated with performance 
in younger groups, whereas intergroup competition benefited usefulness in older 
groups. Secretiveness hindered young groups but seemed to help older ones. 

Correlations Correlations 
with scientific with over-all 
contribution usefulness 

Younger Older Younger Older 
groups groups groups groups 

Competition with colleagues .16 .02 .26 .15 
Competition between groups .00 .21 .12 .45" 
Secretiveness within groups -.34* < .18 -.31 < .35* 
Secretiveness between groups -.21 -.05 -.04 .05 

* Statistically significant at .05 level. 
< = Difference is sUtistically significant at .05 level. 

in younger groups. Between-group competition went with higher per­
formance in older groups only—particularly for usefulness. 

On the other hand, scientists usually assume that secretiveness will 
hurt rather than stimulate performance.9 But for the group scores we 
examined here, a curious result appeared. A group atmosphere of some 
secretiveness (remember that these scores were mild at most) did indeed 
inhibit performance of younger groups. But older groups seemed to bene­
fit from mild secretiveness—particularly on the measure of usefulness. 

Let us pause for some speculation. Consider first, competition. Why did 
competition between colleagues seem mildly effective for young groups, 
whereas intergroup rivalry was more effective for older groups? Perhaps 
newly formed groups have not had time to become internally organized; 
members do not know what to expect from each other. Competition against 
an outside team can be destructive to a group which lacks internal stability. 
If you have watched an under-practiced volley ball team starting to lose 
a match, you will have a vivid picture of disorganization produced among 
an unprepared group by competition. Competition between individuals, 
on the other hand, is a reasonable challenge to members of young groups. 
The resources needed to compete are in the individual's control, not in 
the unknown capabilities of his colleagues. 

Among older groups—assuming that coordination has been established— 
intergroup competition should increase solidarity and cohesiveness which, 
in turn, enables the team to function effectively. This speculation is con-
9 Among individuals this was so; perception of secretiveness correlated negatively with 
individual performance (data not shown). 
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sistent with the fact that older groups benefited from high cohesiveness as 
well as intergroup competition. A subsequent analysis showed, in fact, 
that cohesiveness and intergroup competition correlated .33 in older groups 
(statistically significant), but —.29 in younger groups. In the latter, com­
petition disrupted cohesiveness rather than cementing it. 

Second, what about the puzzling results with secretiveness in older 
groups? If, in fact, older groups are more relaxed, less anxious, less sus­
picious of each other, then perhaps "hesitance to share ideas" takes on a 
different meaning: more nearly the flavor of intellectual rivalry. In an 
older group, caution may not mean repression, but rather a careful 
marshalling of one's evidence in persuasive form before laying it on the 
table. 

This interpretation reminds one of a series of results by Fred E. Fiedler, 
using a measure of "assumed similarity of opposites" (ASo). The respondent 
sorted personality descriptions so as to describe his most preferred and his 
least preferred co-worker, and a measure of similarity between the two 
profiles was obtained. 

In several kinds of groups, such as basketball teams and student sur­
veying teams, Fiedler found that leaders of effective groups showed low 
ASo scores—they perceived a clear difference between persons they pre­
ferred and those they rejected as co-workers. "A person with high ASo," 
Fiedler suggests, "tends to be concerned about his interpersonal relations, 
and he feels the need for the approval and support of his associates. In 
contrast, the low ASo person is relatively independent of others, less con­
cerned with their feelings, and willing to reject a person with whom he 
cannot accomplish an assigned task."10 Thus low A so may reflect a quality 
of psychological distance or emotional reserve. 

Possibly high secretiveness in older groups reflects such a quality of 
emotional reserve. (Note that Fiedler's result occurred for the leader who 
possessed low ASo, whereas our data are based on all group members.) 

Members of effective older groups did not avoid each other, but 
interacted vigorously. Basically they respected one another (the measure 
of cohesiveness). Yet this respect, we suggest, was not based on personal 
liking but rather on intellectual competence. The existence of caution 
(perhaps the label secretiveness is inappropriate) did not stem from hostility, 
but rather from respect. The individual, we speculate, prepared a sound 
case before doing intellectual battle. 

Effects of Similarity and of Specialization in Younger and Older Groups 
If a matching of wits does indeed account for effective older groups, 

it should occur in groups whose members disagree with one another on 

I 0 F . E. Fiedler, Leader Attitudes and Croup Effectiveness, University of Illinois. Urbana. 
1958. p. 22. 
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technical matters. It should occur in groups whose members have not 
settled into narrow specialties, but welcome broad new problems. The 
findings in Table 5 support these expectations. 

Diversity among group members was helpful to scientific contribution 
in young and old groups alike, and to usefulness of older groups. Also as 
expected, willingness to keep a broad interest in new problem areas was a 
distinct asset to the usefulness of older groups, whereas a preference for 
narrow specializing was just as much a handicap. (When the two measures 
were combined as a broad-versus-deep- index, the effect was heightened.) 

These results are consistent with a finding by William M. Evan.11 

Ratings were obtained on performance of several dozen R & D teams 
whose members had indicated for selected colleagues (a) degree of 
agreement or disagreement with the individual on technical matters, and 
(b) degree of personal liking. The more effective groups had a high degree 
of "technical conflict" (disagreement), but a high degree of "personal 
harmony" (mutual liking). In our data on older groups, "technical con­
flict" appears as dissimilarity (and perhaps secretiveness). "Personal 
harmony" appears as interaction and cohesion, but more on the basis of 
respect than of liking. 

''Intellectual Tension" 
The measures of secretiveness within groups and perceived dissimilarity 

were subsequendy combined into a single index. A maximum score (hesi-
1 1 W. M. Evan, "Conflict and Performance in R & D Organizations: Some Preliminary 
Findings," Industrial Management Review. 1965, vol. 7, no. I, pp. 37-46. 

TABLE 5 According to these correlations, older groups benefited from dissimi­
larity in approach and an appetite for broad new problems, and suffered from an 
interest in specializing. 

Correlations 
with scientific 
contribution 

Correlations 
with over-all 

usefulness 

Younger Older Younger Older 
groups groups groups groups 

Perceived dissimilarity in approach 
(similarity scale reversed) .24 .42' -.09 < .36" 

Preference for broad approach .10 .25 .12 < .55' 
Preference for deep approach -.23 .00 -.20 -.48' 
Broad-versus-deep approach .21 .13 .20 < .58* 
Intellectual tension: secretiveness 

within groups plus dissurtflarity -.15 < .40' -.35* < .55* 

•Statistically significant at .05 level. 
< = Difference is statistically significant at .05 level. 
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tance to share ideas plus diversity) marked a condition of both "low security" 
and "high uncertainty." We might label this a condition of "intellectual 
tension." In contrast, aminimum score indicated little tension: much security 
and little uncertainty. 

Generally we expected that younger groups would benefit from low 
tension, and older groups would need progressively stronger tension. The 
secretiveness-plus-dissimilarity data in Table 5 indicate this trend nicely. 
Young groups were hindered by tension, whereas older groups were aided 
by it. 

The same data are plotted visually in Chart 9. Among groups low on 
the tension index {low secretiveness plus similarity), usefulness was high 
during the first three years of group life and thereafter fell sharply. Among 
groups with a high tension score (high secretiveness plus dissimilarity), 
the initial performance was low. Presumably the group was struggling to 
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Chart 9. An index of 'intellectual tension" was combined from scores on hesitance to share 
ideas freely, and perceived dissimilarity. Among 37 groups with mild tension scores, useful­
ness started high and dropped steadily with group age; among 45 groups with strong tension, 
usefulness started low and peaked at 4-7 years. 
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work through its internal conflicts. Once this resolution had been achieved, 
they surged to high usefulness between four and seven years, and there­
after dropped only moderately. 

SUMMARY AND IMPLICATIONS 

We examined various social properties of 83 groups in industrial and 
government laboratories to see if we could find clues for the general 
decline in scientific contribution of these groups with increasing group age, 
and a decline in usefulness after 4 to 5 years. We caution the reader 
again that with the small number of groups available it was not feasible 
to isolate the effects of group age as such from other factors with which 
it was associated. By statistical adjustment we did disentangle performance 
from some "extraneous" factors, but they may still affect group properties 
whose relationship to performance we have examined. 

Could you tell me in a few words why some older groups were able to 
keep their vitality? 

It is partly true, although a little glib, to summarize the results by 
saying that "old groups which behaved like young groups continued to 
achieve." We did observe that old groups were more relaxed than young 
groups—less talkative with each other, less competitive and less secretive, 
and more inclined to specialize. And we found that among the older groups 
which resisted these tendencies—which continued to be competitive and 
a little secretive, communicated often, and retained a zest for broad 
pioneering—performance tended to remain high. 

You mean that effective older teams were simply reliving their group 
youth? 

No, not exactly. The quality of their interaction was different from that 
of young groups. There was an atmosphere of intellectual struggle or ten­
sion, and at the same time a strong mutual respect. 

In short: effective older groups were those which maintained the energy 
of young groups (interaction and competition), but replaced an atmos­
phere of friendly warmth with one of intellectual rivalry—sometimes 
toward each other, and often toward outsiders. 

What does this mean for the supervisor of an older group? Does he have 
a different role than in a young team? 

We think so. According to these data, the effective supervisor of an 
older group is not technically better than they, not a source of original 
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ideas. Rather he is a neutral sounding board; he draws out their ideas. And 
he invites the various members to challenge each other, regardless of 
rank. 

Won't that breed dissension? You said that group cohesion was also 
essential. 

There is some risk. But the supervisor can build cohesion by taking a 
back seat. He doesn't claim credit for bis subordinates' achievements, but 
gives the credit to the group. He can build mutual respect by pointing out 
to executives the contribution of each member. Finally, he can pit his 
section in rivalry with other groups, inside the organization or preferably 
outside. 

What about the supervisor of a new group? How does his role differ? 

In two ways. Unlike the other he can be the technical leader, supplying 
original ideas himself. But he must also encourage ideas from the members 
without criticism and challenge. This atmosphere of "withholding judg­
ment" is central to the process of brainstorming. Younger teams must be 
free to consider many approaches to a problem, without fear of criticism. 

What do your results mean for the laboratory manager? What can he do 
to maintain vitality of older groups? 

The fmdings on "depth" and "breadth" suggest one key function. The 
manager must not let himself or the group assume that they have become 
the laboratory's "experts" in a specialized area. From time to time he 
challenges them with problems outside their field of competence. Occa­
sionally he will give another team a problem within their specialty. He 
may invite several teams to sketch an attack on a pioneering new area. 
In this way he can maintain breadth as well as depth. Both are needed 
for vitality. 



Appendix A 
EVALUATIONS OF 
PERFORMANCE 

Scientific performance was measured in two broad ways: (a) by evalua­
tions of scientists' work by knowledgeable peers and supervisors, and (b) 
by scientists' own reports of their five-year output of papers, patents, and 
reports. Details will be presented about how the evaluations were obtained, 
the qualities evaluated, the extent of agreement between judges, and how 
evaluations made by different judges were combined into a single score. 
(Appendix B considers the output measures.) 

Method of Obtaining Evaluations 
Approximately 20% of the respondents at each site were asked to act 

as judges. Roughly half of the judges at each lab were supervisors, the 
other half were not. All were respected members of their organization who 
were acquainted with the work of many people in it. Judges were selected 
by us from nominations proposed by the research director and other senior 
people in each laboratory. 

Judges evaluated the performance of other members of their lab with 
respect to two qualities: first, according to their contribution to general 
technical or scientific knowledge in the field (within the past five years), 
and second, according to their over-all usefulness in helping the organiza­
tion carry out its responsibilities (within the past five years). 

Each judge was given a group of cards containing the names of the 
scientists in his lab. Judges were instructed to remove the card containing 
their own name and also the cards bearing the names of people with whose 
work they were not famiUar. They were then asked to sort the remaining 
cards into as many rank-ordered piles as they could oUscrirninate with 
respect to the men's contribution. After the first sorting had been recorded 
and the cards shuffled, each judge made a second sorting using the criterion 
of usefulness. Judges worked individually and they were told that only the 
project staff would ever see their rankings. 

In an effort to give the judges maximum freedom and increase the 
validity of the resulting evaluations, they were asked not to consider people 
whom they felt unqualified to evaluate. In addition, decisions about the 
number of categories to use, and the number of respondents to place in 
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each category, were made separately by each judge on the basis of what 
seemed appropriate to him. (The one restriction was that no more than 
one-third of the names should be placed in any one pile.) This method of 
obtaining evaluations caused some problems when the judgments were to 
be combined (as will be discussed later), but had some important advan­
tages over the more conventional methods of rating each man on numer­
ical scales from "ouManding" to "poor." 

One trouble with ratings is that they tend to bunch at the high end of 
the scale since anything lower is considered a black mark. Furthermore, 
judges often have difficulty giving numerical ratings to individuals (how 
does one decide whether John Jones is "outstanding" or simply "excel­
lent'?). Finally, judges tend to approach the rating task with different 
frames of reference, some giving top ratings to a higher proportion of 
people than others. 

Under the procedures used in the present study, judges seemed to find 
it relatively easy to decide whether John Jones was a better scientific 
producer than Bill Smith, or poorer, or about equal. Without evidence of 
strain, judges could evaluate approximately 50 scientists on two dimen­
sions in less than an hour. 

Qualities Evaluated 
Perhaps the best way to describe the qualities judges were asked to 

evaluate is to present the instructions given to the judges. 

[Technical or scientific contribution] refers to the man's own work— 
his own production at the desk or in the laboratory, whether he is work­
ing individually or as part of a team. [It] refers to contributions which 
help the field move forward—whether in basic research or technical 
applications. Anything by way of contributing new knowledge or tech­
niques, creative ideas, or inventions, regardless of whether this organiza­
tion benefits or not. 

[Usefulness] refers to his over-all value to the organization, whether by 
his own work or by stimulating others. [It] refers only to how useful the 
person's work is to this organization—regardless of whether he performs 
a research or service function, whether bis assigned task is creative or 
routine, technical or administrative. 

Base your evaluations on evidence known to you personally. This could 
consist of such things as watching the person at work, participating with 
him in group discussions, reading reports about work to which he has 
contributed, etc. But do not base evaluations simple on opinions which 
some other person has expressed about him. 

Each scale refers to the individual's performance in the present or 
immediate past (within the last four years). Look at what the person has 
actually produced, or is now producing—work on which substantial prog­
ress has been made, even if not yet written up. 
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Ignore contributions beyond five years ago. If a man made substantial 
contributions earlier than that but has not since produced, rate him low. 

Disregard future promise. If you are rating a very able person who 
will probably be outstanding in five years, but has not produced any­
thing tangible to date, rate him low. 

Disregard the fact that a piece of work may not have appeared in the 
literature owing to security restrictions, because not yet completed, etc. 
On the other hand, if a man has neglected to publish or patent some­
thing when he might have done so, this fact may lessen the value of the 
contribution. 

Rate the actual contribution, regardless of the individual's education 
or background. A man may not have the training needed to make out­
standing contributions; he will still rate low if he has not contributed. 
Compare him with all other persons on the list on the basis of output only. 

Rate the actual contribution regardless of fob assignment. If a super­
visor spends all his time in supervision and none at the bench, rate his 
bench contribution low. If a man was assigned to a project which has not 
contributed to the field, rate him low. 

Multiple Evaluations of Respondents 
The performance of the average respondent was evaluated by about 

five judges. The median number of judges per respondent varied between 
laboratories from a low of 3.4 to a high of 9.5 (median across all labs = 
4.9); 95% of the respondents were evaluated by at least two judges and 
84% by three or more. 

Where two judges evaluated the same men it was possible to examine 
the agreement in their evaluations. Spearman's rank-order correlation 
coefficients were computed between the evaluations provided by all pos­
sible pairs of judges in ten academic or industrial departments. The median 
correlation within departments ranged from .3 to .9; in half the depart­
ments the median was .7 or greater. (On the basis of a limited examina­
tion, there was no evidence that the agreement between judges was 
markedly different on the contribution and usefulness scales.) Thus, although 
different judges did not always give the same rankings to an individual, 
they did tend to show substantial agreement. 

Combining Evaluations 
Since the work of most respondents had been evaluated by several 

judges, it was necessary to combine these evaluations into a single score 
(on each quality) for each respondent. The great flexibility allowed the 
judges in their choice of respondents and use of categories posed certain 
difficulties in deteirnining these scores. 

To illustrate the difficulties and the method used for handling them, a 
simple set of artificial data may be used. Table A- l shows how six judges 
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might have evaluated ten scientists. One may note that all judges showed 
high, but not perfect, agreement in their rankings. Judges I , V, and VI 
happened to be acquainted with relatively mediocre people. Judges I I 
and IV knew only high performers. Judge I I I knew some of each. The 
number of ranks used by the judges ranged from three (Judge I) to six 
(Judge IV). Although Judge I I I used only four ranks, he evaluated more 
people than any other judge. Although these data are artificial, their only 
important deviation from much of the actual data is the small number of 
scientists and judges. 

Given the simplicity of Table A - l , one can identify the "true" rank 
order of the scientists. This is shown at the left of the table. Note that 
the order between Scientists B and C is undefined (Judge I I placed C 
above B, but Judge IV placed B above C, and no other judge compared 
them). It is clear, however, that these two scientists fall below A and 
above D. In addition, there was minor disagreement among the judges 
concerning the relative positions of F versus G (two judges out of three 
placed F ahead) and I versus J (three out of four placed I ahead). 

In our more complex real data, it would have been exceedingly diffi­
cult to identify the true rank order by inspection. Consequently, several 
other systems were tried. Before describing the system which gave the 
best results, some of the simpler ones which gave misleading results will 
be mentioned to illustrate the kinds of problems which had to be solved. 

Some Unsatisfactory Combining Systems. In some kinds of data the 
average rank order assigned by several judges provides a satisfactory way 
of combining judgments. The fact that in the present data judges evalu­
ated different sets of scientists, and used different numbers of categories, 
however, made this system inappropriate. Note in Table A - l that this 
first method gives results very different from the true rank order. 

Allowance could be made for the judges' using different numbers of 
categories by converting to a "percentile equivalent" for the rank (if one 
were willing to assume equal distances among ranks). A combined score 
could then be based upon an average of the "percentile equivalents." 
This second method was applied to the data of Table A- l . One may note 
that it also failed to approximate the true rank order. The reason is that 
this method, like the first, neglects the fact that judges ranked different 
sets of scientists. 

A somewhat more sophisticated system is to set up a "win-loss matrix." 
For each possible pair of people, this matrix indicates the number of times 
the first person was ranked above the second, and vice versa. Such a 
matrix can be used to determine each person's "win percentage"—the 
number of times he was preferred to others relative to the total number 
of times he was compared. The "win percentages" derived by this third 



TABLE A-l This shows artificial evaluations of ten scientists by six judges. Methods I to HI for combining evaluations gave mis­
leading results when judges were free to rank only scientists whom they knew, and were allowed flexibility in the number of cate­
gories to be used and the number of people assigned to each. The Ford Program (Method IV) gave results close to the true order. 

Evaluations by judges Method I Method II Method HI Method IV 

True Scien­ Judge Mean Mean per­ Win Order by 
rank tists I I I III IV V VI rank Order centile Order % Order Ford Program 

1 A 1 1 1.0 1 89 1 100 1 1 
2.5 B 2 2 2.0 3.5 72 3 78 3 2 
2.5 C 1 1 3 1.7 2 78 2 86 2 3 
4 D 3 2 4 3.0 6 50 6 50 6 4 
5 E 4 5 4.5 10 28 9 22 8 5 
6 F 5 2 6 2 1 3.2 7 47 7 45 7 6 
7 G 3 1 2 2.0 3.5 63 4 61 4 7 
8 H 1 3 3 2.3 5 61 5 60 5 8 
9 I 2 3 5 4 3.5 8 30 8 20 9 9 

10 ) 3 4 4 5 4.0 9 16 10 6 10 10 
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method are also shown in Table A- l . This method gives an order some­
what different from either of the previous two, but still fails to approxi­
mate the true order. 

The Ford Program. Another solution to the problem of combining 
evaluations in such data—and the one which we adopted—was proposed 
by Ford.1 Ford's proposal (with certain modifications to insure that our 
data met his assumptions) was translated into a program for the IBM 
704, 709, and 7090 computers. This program came to be known as the 
"Ford Program" and was used to achieve the needed rank orders (Method 
FV in Table A-l). It can handle up to 150 judges who may use up to 150 
ranked categories in evaluating up to 150 subjects. Although no attempt 
will be made to present the details of the program, the rationale and 
basic formula of the technique will be described. 

Ford proposed that one may attempt to assign to each object (in our 
data these were scientists) a number or "weight" (w) which could be 
interpreted as odds, in the sense that the probability of object i being pre­
ferred to object / in a future comparison would be UH /(wi + Wj). With 
these probabilities, one could compute the a priori probability of obtain­
ing exactly the win-loss matrix actually obtained. The problem, then, was 
to determine that set of numbers which maximized the likelihood of 
obtaining the given matrix. 

The percentage of wins in the win-loss matrix was used as the initial 
estimate of u>i. From these, Ford showed that the desired set of weights 
could be obtained by an iterative technique.2 His procedure was to solve 
the following equation for each object in the set until the resulting weight 
for each object had stabilized.3 

' L R. Ford, Jr., "Solution of a Ranking Problem from Binary Comparisons," American 
Mamematics Monthly, 1957, vol. 64, DO. 8, Part II, pp. 28-33. 
2 Any arbitrary starting assumption for w might be used, but the procedure would take 
longer. 
'Although the criterion of what constitutes "stability" is arbitrary, the primary criterion 
used by us was that no scientists weight should change by more than 0.5% from one 
iteration to the next: that is, for all scientists 

U * B + 1 ~ < .005 

It was discovered, however, that an exceedingly large number of iterations would be 
needed before the weights In some sets of data would reach this criterion. Therefore if the 
foregoing criterion had not been met after 100 iterations (which occurred in about 10% of 
the runs), the iterative process was arbitrarily stopped. Although the weights themselves 
might still be changing from one iteration to the next, their rank order generally stabilized 
after 20 to 30 iterations. Since we were interested only In the rank order, this phenomenon 
presented no problem for our purposes. (The data shown in Table A-l provided one 
instance of this. After 150 iterations, only the weights of two scientists had stabilized, 
although the rank order of the weights did not change after the 25th iteration.) 
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W i n + l - 1 

,JJWin + Wjn 

where ay = number of times object i was preferred to object / 
Oji = number of times object;' was preferred to object t 

u>in = the number (weight) assigned to object i on the nth iteration 

For Ford's technique to yield a solution, the data must meet the fol­
lowing assumption: "In every possible partition of the objects into two 
non-empty subsets, some object in the second set has been preferred at 
least once to some object in the first set.*'4 Thus if the objects were all 
baseball teams, this assumption would be violated if it were possible to 
divide the teams into a major and minor league, where the major teams 
had always defeated the minor teams. 

In our data this basic assumption could be violated in four ways, (a) One 
scientist might be universally preferred by the judges, that is, he headed 
all lists on which he appeared. (In Table A - l , Scientist A is such an object.) 
(b) A scientist might be at the bottom of all lists on which he appeared. 
(c) Some scientists might be judged neither universally high nor universally 
low but, taken as a group, were simply not judged in relation to the other 
scientists, (d) Some scientists might fall in a subset such that the comparisons 
with another subset were all in one direction. (After the removal of 
Scientist A from Table A- l (see next paragraph), the subsets B-C, B-C-D, 
B-C-D-E, and B-C-D-E-F-G constitute violations of this type.) 

Identifying violations of the first and second types proved relatively 
easy. A procedure was incorporated in the Ford Program which would 
identify scientists who were "universal highs" or "universal lows" and 
remove them before the computation of the weights. (They were subse­
quently given ranks above or below the set of scientists for whom weights 
were computed, as appropriate.) 

Violations of the third and fourth types, however, proved difficult to 
identity before computation. Our solution consisted of adding an extremely 
small constant (0.00001) to every cell of the win-loss matrix derived from 
the judges' evaluations. This constant insured that the matrix would not 
contain violations of the third and fourth types.5 

••Ford, ibid., p. 29. 
8This solution was accepted only after experimentation with several other possibilities 
which included: adding 0.00001 only to the zero cells of the win-loss matrix, adding 1.0 to 
all cells, and adding 1.0 only to zero cells. In several trial sets the smaller constant produced 
more rapid stabilization of the weights, and whether the constant was added to all cells or 
only to zero cells proved to make little difference. 
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The Ford Program proved capable of yielding a combined rank order 
which closely approximated the "true" order in a wide variety of test 
cases. In Table A - l , for example, the only difference between the true 
order and that determined by the program was that the program produced 
a completely ordered set (that is, no ties) whereas in actuality the set 
contained a pair of tied scientists. The minor discrepancies were probably 
attributable to the addition of the small constant to the cells of the 
win-loss matrix. 

Although the program proved satisfactory for our purposes, it dis­
regarded certain data which an even more complex procedure might have 
considered. The program took no account of the fact that a judge might 
have placed two or more individuals in the same category. Furthermore, 
it did not separately maintain the identity of each judge, nor examine 
the extent to which his rankings were consistent with those of other 
judges. Although such refinements might be desirable from the standpoint 
of elegance, considering the large errors inherent in any judgment process, 
it seems unlikely that these refinements would have been particularly 
useful in the present situation. 

Conversion to Percentiles 
On the basis of the sizes of the weights generated by the Ford Program, 

scientists were rank ordered and their positions expressed in percentile 
form. Since evaluations had been made with respect to two qualities, it 
was necessary to perform the operation twice, once for each quality. All 
evaluations had been made relative to other scientists in the same labora­
tory. Accordingly, use of the Ford Program, and the subsequent per-
centiling of the weights, produced two sets of performance scores for 
each laboratory (one for contribution, one for usefulness). Of course, each 
set had a rectangular distribution and a mean of 50. For lack of better 
information, it was assumed that the meaning of a given percentile score 
was roughly the same in all laboratories. (Note that this assumption did not 
have to be made with respect to the output measures.) 

Tra nsforma Hon of Percentiles 
For analysis purposes it seemed desirable to group the scientists 

according to the classifications shown in Chapter 1 (the five "primary 
groups") rather than by their laboratories. A difficulty arose, however, 
when doctoral people were separated from nondoctorals. For example, 
almost all university scientists had their doctorates, therefore their mean 
score was 50. In government and industrial locations, however, both Ph.D's 
and non-Ph.D's had been included, and the doctorals tended to score sub­
stantially higher than the nondoctorals. In order to combine Ph.D's in 



TABLE A-2 77iis shcnos how the transformations equalized the means and 
group.* For some groups the order of individuals changed, as intended, when 
made were combined into tlie groups shown in the table. The magnitude of 

Scientific contribution 

standard deviations of the evaluation scores for each 
the subgroups on which the transformations had been 
these changes is indicated by the correlations.1 

Group 

Ph.D's in 
development 
Ph.D's in 
research 
Engineers 
Assistant 
scientists 
Non-Ph.D 
scientists 

Pre-trans-
formation 

70 

57 
49 

33 

43 

s.d. 

23 

29 
29 

22 

30 

Post-trans­
formation 

mean 

50 

50 
50 

50 

46 

s.d. 

29 

28 
28 

28 

30 

Correlation 
between 
pre- and 

post-trans­
formation 

scores 

.94 

.94 
1.00 

.97 

1.00 

Over-all usefulness 

Pre-trans-
formation 

67 

57 
49 

35 

45 

s.d. 

25 

29 
28 

22 

30 

Post-trans­
formation 

nean s.d. 

50 29 

50 28 
50 28 

49 28 

47 29 

Correlation 
between 
pre- and 

post-trans­
formation 

scores 

.95 

.97 
1.00 

.99 

1.00 

*At the time this transformation was made, we had not decided to analyze engineers and non-Ph.D scientists separately, therefore the mean for 
the latter deviated slightly from 50. An appropriate constant was subsequently added to the scores of non-Ph.D scientists to move the mean for 
their group up to 50. 
fThe greater the deviation of the correlation from unity, the greater the changes in order of individuals between pre- and post-transformation. For 
example, "Ph.D's in research" include scientists from both government and university; those in government originally scored spuriously high (relative 
to those in university) because the former had been compared with non-Ph.D's, whereas the latter had not. Thus on the transformed scores— 
which compensate for this—some university Ph.D's would score above some government Ph.D's who had formerly been unbeaten. 
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government research labs with those in university research labs, (that is, 
to produce the group "Ph.D's in research labs") it seemed necessary to 
first equalize the distributions of their performance scores with respect to 
shape, mean, and standard deviation. 

The required transformation was accomplished by dividing the scientists 
into eight subgroups and repercentiling the scores of each. This amounted 
to a slight shifting of scores—without changing their order—to produce a 
rectangular distribution ranging from 00 to 99 with a mean of 50. The 
eight subgroups were as follows: 

Ph.D's in government development labs 
Ph.D's in industrial development labs 
Ph.D's in university research labs 
Ph.D's in government research labs 
Engineers and non-Ph.D scientists in government6 

Engineers and non-Ph.D scientists in industry 
Assistant scientists in government 
Assistant scientists in industry. 

The results of the transformation and subsequent combining of sub­
groups may be seen in Table A-2. 

6 At the time this transformation was made, we had not planned to analyze the engineers 
and non-Ph.D scientists separately. Their subsequent separation, however, did not require a 
retransformation of the evaluation scores since the distributions for both groups were 
closely similar. 



Appendix 

OUTPUT OF SCIENTIFIC 
PRODUCTS 

In addition to the evaluations described in Appendix A, scientific per­
formance was also measured by the number of scientific products produced 
by each respondent over the preceding five years. Data on four types of 
products were collected: a) patents or patent applications, b) published 
papers, c) books, and d) unpublished technical manuscripts, reports, or 
formal talks. 

This appendix wi l l describe the source of this information, its accuracy, 
and a transformation which was applied. Appendix D shows the inter­
relationships among the various measures of performance. 

Source of Data 

Information about respondents' output of scientific products came from 
the question shown in the following box. Although "books" were included 
in the question, so few scientists wrote books that our analyses depended 
primarily on patents, papers, and reports. 

Question 75. Over the past five years, about how many of the following 
have you had: F I L L E A C H S P A C E 

Approximate 
number 

Patents or patent applications 
Technical papers accepted by professional journals 
Technical books accepted for publication 
Unpublished technical manuscripts, reports, or formal 

talks (either inside or outside this organization) 

Respondents' accuracy in reporting their output was checked in two 
ways. First, answers given by one group of respondents were compared 
with records maintained by their laboratory. Second, we observed how 
closely the answers given by a group of respondents at one time agreed 
with answers given by the same people three months later.1 

'Technically, the first was a check for "validity:" the latter, a check for "reliability." 
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Agreement with Laboratory Records 

Output data were obtained from a group of 27 scientists responsible 
for advanced research in an industrial laboratory. Their answers were then 
compared with records maintained by their laboratory. In general, there 
was reasonably close agreement. 

To assess the degree of agreement, Spearman rank-order correlations 
were calculated between laboratory records and respondents' claims. For 
patents, this correlation was .91, indicating a very high level of agree­
ment. For papers, the correlation was .82, again indicating a high level 
of agreement. The coefficient for reports, however, was only .06. 

Several sources of discrepancies were possible. Scientists could have 
forgotten the exact number of their patents, papers, or reports; they could 
have inflated their output; and, we observed, some appeared to round the 
number of their output to approximate figures such as 5, 10, or 20. 

In addition, records from the laboratory were not perfect. Although 
the questionnaire definition of reports included any unpublished written 
or oral formal presentation, the laboratory counted only a limited set of 
written documents prepared for internal consumption. Nearly all respond­
ents claimed more reports than had been recorded by the laboratory, 
suggesting the more restricted nature of the laboratory definition. 

Of particular interest was the finding that respondents' own claimed 
output of reports correlated more strongly with judgments of their "tech­
nical contribution" 2 {rho = .58) than did the laboratory records (rho = .02). 
This finding suggested that the questionnaire measure was probably 
reasonably valid and the lack of agreement was primarily attributable to 
omissions (due to different definitions) from the laboratory records. 

In summary, these scientists' claims of their output—as elicited by the 
question shown in the foregoing box—seemed to be reasonably accurate.3 

Agreement at Different Times 

A second test of the accuracy of reporting output was part of a larger 
examination of the "reliability" or "stability" of answers to the question­
naire. This study was conducted on 418 research and development 
engineers in an industrial laboratory. Approximately two months after 
completing the questionnaire, 52 of these people were given many of 
the same questions again. 

Claimed output of patents and papers showed very high agreement 

2These judgments WBre collected as described in Appendix A. 
3 A complete report of this investigation is available in F . M. Andrews, "A Check on the 
Validity of Reporting Scientific Output," Analysis Memo #19, September 1963, available as 
Publication #2134 from the Survey Research Center, University of Michigan. 
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between the two adm frustrations of the questionnaire (Pearson product-
moment correlations were 1.00 for patents, .91 for papers). For reports, 
there was moderate agreement (r = .56). Thus these scientists were very 
likely to give closely similar answers to these questions over a two-month 
interval. 4 

Logarithmic Tra nsforma Hon 

All of the output measures were highly skewed: many scientists pro­
duced few papers (or patents, or reports), but few produced many. Since 
the statistical techniques we desired to use would have given misleading 
results if applied to highly skewed distributions, it seemed advisable to 
apply a transformation which would reduce the skew. What would be a 
satisfactory transformation? 

I t was discovered that the outputs of many subgroups of our respondents 
had a distribution closely approximating the lognormal curve. I n other 
words, the distributions were such that they woidd produce the familiar 
bell-shaped normal curve if the logarithm of units of output were plotted 
against frequency. There was one exception to good fit between the 
theoretical lognormal distribution and the observed distributions: there 
often were more zero producers than would have been "predicted" by a 
lognormal curve. Since this was the only important exception, the output 
scores were normalized using a logarithmic transformation.5 

Since the lognormal curve assumes a continuous variate, i t seemed 
wise to think of people who had produced N units of output as being 
distributed between N and N + 1 units. Accordingly each person was 
arbitrarily credited with one-half unit of output more than the number 
he claimed—corresponding, in a rough fashion, to work in progress. The 
addition of a half unit to each person's output served an important prac­
tical function for the zero producers. I t avoided the necessity of handling 
the awkward quantity minus infinity (the log of zero). 

After the conversion to log scores, a constant of 1.0 was added to each 
score to avoid the inconvenience of negative scores. 

••A discussion of other results from this reliability study is contained in Appendix F . The 
complete report is available in D. C . Pelz, "Reliability of Selected Questionnaire Items," 
Preliminary Report #9, August 1962, available as Publication #1991R from the Survey 
Research Center, University of Michigan. 
5 W e are indebted to our former colleague S. S. West for the investigations which led to 
these findings. A description of them appears in D. C . Pelz, "Some Properties of the 
Measures of Scientific Output," Analysis Memo #1, December 1960, available in Publica­
tion #1741 from the Survey Research Center, University of Michigan. 

The lognormal curve is characteristic of many types of data observed in nature and 
society, for example, distributions of income. Theoretical discussions appear in J. Aitchison 
and J. A. C . Brown, The Lognormal Distribution, Cambridge University Press, 1957. 
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Thus the completed transformation was as follows: 

transformed score = 1 -f- loge (raw score + 0.5) 

This produced output scores falling in a convenient range for computer 
processing, having distribution characteristics which did not grossly vio­
late assumptions of normality implicit in many statistical techniques, and 
in no way disturbed the relative order of scientists with respect to their 
output of various products.8 

Conversion to Percentiles 

After analysis had been completed, we sometimes wanted to report 
results using charts which showed mean output for various subgroups, ln 
these charts it was desirable to have a common scale which could be used 
for the several different output measures, as well as the performance 
evaluations. As the last step before plotting, therefore, the output measures 
were converted to percentile equivalents. (This conversion was not used 
when results were reported in the form of correlation coefficients.) 

6 The transformation process and some properties of the transformed scores are described 
in greater detail in F . M. Andrews, "Logarithmic Transformation of Output of Scientific 
Products," Analysis Memo #11, May 1961, in Publication #1826 from the Survey Research 
Center, University of Michigan. 
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ADJUSTMENT OF 
PERFORMANCE MEASURES 

Since the purpose of this study was to explore the effects of contem­
porary social and motivational factors on scientific performance, it was 
desirable first to remove the effects of antecedent factors. Of course, i t 
was impossible to know all antecedent conditions which might have influ­
enced a scientist's performance, but several conditions of known importance 
were identified. These included: (a) The type of laboratory in which the 
scientist was working—people in government, for example, tended to pub­
lish more than those in universities or industry, due, in part, to needs for 
"letting the public know" by government, and for "security" by industry, 
(b) Length of working experience—scientists with substantial experience 
tended to produce more than relatively inexperienced ones (see Chapter 
10). (c) The speed with which scientists completed their formal training— 
scientists who received their B.S. degrees early, or who earned Ph.D's 
soon after their B.S.'s, tended to outperform their slower colleagues. And 
(d) amount of formal education—the performance of Ph.D's tended to 
exceed that of scientists with master's degrees, and master's degree holders 
tended to outperform bachelor's degree people. 

There is no attempt here to imply that these antecedent conditions 
should or should not be related to performance. I t was simply observed 
that they were. The speed with which a scientist completed his formal 
education, for example, was probably itself a function of several other 
factors, such as ability, motivation, and receipt of financial assistance. 
Similarly, the kind of laboratory a scientist was in may have markedly 
affected his opportunities to publish. There were undoubtedly many factors 
which accounted for the relationships between performance and the ante­
cedent conditions examined. I t was not our purpose to identify the entire 
chain of causality. I i we could at least remove the effects of several 
antecedent conditions of known importance, we could be sure that our 
findings were not due to these conditions.1 

'Chapter 1 gives as example of the misleading results which could appear had antecedent 
conditions not been removed. 
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Possible Solutions 

A typical procedure for ruling out unwanted factors is partial correla­
tion. This would have been inappropriate in our data, since many rela­
tionships were known to be curvilinear. A second common practice is to ' 
analyse within subgroups; for example, study the relationships between 
motivation and performance within subgroups having roughly the same 
amounts of experience. This also would have been inappropriate since 
we wished to allow for several background factors simultaneously and the 
number of cases in the resulting subgroups would have been too small to 
permit analysis. 

Therefore, we adopted a third strategy, which was to adjust the perform­
ance scores in such a way that the antecedent factors would have no 
relationship with the adjusted scores. This was accomplished by con­
structing a predicted score for each individual, based on his particular 
antecedent characteristics, and then subtracting his predicted score from 
his actual score. The resulting adjusted (or residual) score indicated how 
much better (or poorer) the individual actually performed than one would 
have expected on the basis of his experience, type of laboratory, etc. 
These adjusted scores were then used in later analyses with confidence 
that the antecedent factors could not produce any spurious component in 
the relationships observed 

ADJUSTMENT OF INDIVIDUAL SCORES 

Method of Adjustment 

The adjustment was accomplished in two phases. The first (Adjustment I) 
may be regarded as a preliminary equating of means for different types 
of laboratories. Adjustment I I began with the scores which resulted from 
Adjustment I and removed effects of additional background factors. 

Adjustment 1. The goal of this adjustment was to provide scores with 
equivalent means in various subgroups so certain of these subgroups 
could subsequently be combined. 

For the evaluations (contribution and usefulness), this had already been 
approximated by the transformation described in Appendix A. (See the 
discussion there for a ful l description of the rationale and method.) There­
fore, Adjustment I produced only a minor refinement of these scores, 
necessitated by a slightly revised method of classifying scientists. For the 
output measures (papers or patents and reports), however, substantial 
shifts in scores were made. 

Adjustment 1 was accomplished by subtracting an appropriate constant 
from the score of each person in a particular group so the mean score for 
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this group would equal the mean score for all other groups.2 The groups 
whose means were thus adjusted were as follows: 

Ph.D's in government development labs 
Ph.D's in industrial development labs 
Ph.D's in university research labs 
Ph.D's in government research labs 
Engineers in industrial labs 
Engineers in government labs 
Assistant scientists in industrial development labs 
Assistant scientists in government development labs 
Assistant scientists in government research labs 
Non-Ph.D scientists (all in government development labs) 

Performance scores mcorporating Adjustment I were used in Chapters 
10 and 11. Chapters 2 through 9 and 12, however, used scores which 
reflected further adjustments as described next. 

Adjustment II. This adjustment3 started with the Adjustment I scores 
and removed effects of the following additional factors in the five groups 
shown: 

Ph.D's in development labs 
Ph.D's in research labs 

a—time since receiving Ph.D 
b—time since joining division 
c—years between B.S. and Ph.D 

Engineers 
Non-Ph.D scientists 
Assistant scientists 

a—time since receiving B.S. 
fj—time since joining division 
c—age at which B.S. was received 
d—whether held M.S. 

The relationships of these background factors to the performance 
measures were studied by use of a new computer program called Multiple 
Classification Analysis (MCA). 4 As an example of the type of results gen-

3 The exact adjustment values used for each group appear in F . M. Andrews, "Revised 
Adjustment of Performance Measures to Hold Constant Some Background Factors," 
Analysis Memo #21, March 1966, available from the Survey Research Center, University 
of Michigan. 

'Although we speak of an "adjustment," the reader should keep in mind that 20 parallel 
operations were carried out: one each for the four performance scores (papers or patents, 
reports, contributions, and usefulness), separately for each of five primary analysis groups. 
* J . Sonquist, K. Gocde, H. Hinoraoto, and R. Hsieh, "Multiple Classification Analysis for the 
IBM 7090," Institute for Social Research Data Processing Section. This program is a 
revised and expanded version of an IBM 650 program developed by Vernon Lippitt for the 
General Electric Company. A monograph giving a full description of tbe MCA Program is 
being prepared by F . Andrews, J. Sonquist, and J. Morgan of the Institute for Social 
Research, University of Michigan. 
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erated by this program, Table C-1 presents complete data for one group 
—Ph.D's in development labs.5 

To find the relationship between each background factor considered 
alone and the performance scores was not a problem. One had only to 
compare the mean performance of the various subgroups of the back­
ground factor being considered. These means could be presented either as 
absolute values or, equivalently, as deviations from the grand mean for 
all groups together. (In Table C-1 the columns labeled "Raw deviations" 
present means in this latter fashion. For example, the first raw deviation 
shown in the "Contribution" columns of the table (—08.5) indicates that 
among Ph.D's in development labs, those scientists 0 to 3 years beyond 
their Ph.D's were evaluated, on the average, 8.5 percentile points below 
the average for all Ph.D's in development labs.6) 

For adjusting, however, one cannot examine each background factor 
individually but must consider all simultaneously. Were they not all 
considered simultaneously, one would "over-adjust" the scores in situa­
tions where the background factors were positively correlated, as some 
of ours were. ("Underadjustment" would occur if background factors 
were negatively correlated.) 

An example wil l illustrate the effect. We observed that scientists who 
had just recently completed their education tended to perform below the 
average for all scientists. Similarly, those who had just recently joined 
their division tended to perform below average. But, of course, many of 
the scientists who had just joined their divisions were the same people as 
those who had just completed their educations. Therefore, part of the low 
performance of newcomers to a division was attributable to lack of post-
degree experience, whereas another part of the low performance was 
attributable to lack of experience in the division. Thus there were two 
separate but partially overlapping effects. Since they overlapped, the 
effect of the two together was less than the sum of the effects of each 
considered separately. 

Thus it was necessary to determine how much to adjust each scientist's 
score for his particular combination of background characteristics, con­
sidering the fact that these background characteristics were expected to 
have overlapping effects. Since the background characteristics were known 
to have complex curvilinear effects on performance, traditional techniques 
of multiple regression were inapplicable. The MCA Program provided a 
powerful technique for determining the correct adjustments. 

The MCA Program uses an iterative technique to find that set of 

*The document described in Footnote 2 gives hill details for all five groups. 
aThese are Adjustment I scores, of course. 



TABLE C-1 Since mis study focused on the effects of current motivations and laboratory environments, it was desirable to remove 
effects of several "background" factors, such as length of experience. Shown below are the background factors examined for Ph.D's in 
development labs and the effects of each. The "raw deviations" show how the mean for each subgroup deviated from the over-all 
mean. The "fitted deviations" differ only in that they compensate for related effects of other listed background factors (see text for 
method of computation). The effects of these background factors were removed from the performance scores by determining the 
subgroups to which each person belonged and subtracting the fitted deviations for those groups from his performance scores. Adjust­
ment ll scores were the result. (Note: All scores shown below incorporate Adjustment I—see text.) 

Mean (after Adjustment I) 
Cases with alt data 
Percent of variance attributable to 

listed background factors 

Years since Ph.D 
0-3 years 
4-5 years 
6-10 years 

11-15 years 
16-20 years 
21+ years 

Years in division 
Under 2 years 
2-4 years 
5-9 years 
10+ years 

Years between B.S. and Ph.D 
0-3 years 
4-7 years 
8+ years 

in each category are very close to 

Papers 
3.0 
178 

14% 

Data from Ph.D's in Development Labs 
Reports 

176" 

5% 

Contribution 
50 

174' 

8% 

Usefulness 
50 

174° 

10% 

Raw Fitted Raw Fitted Raw Fitted Raw Fitted 
N dev. dev. dev. dev. dev. dev. dev. dev. 

15 -0.73 -0.34 -0.50 -0.49 -08.5 -01.5 -15.0 -05.4 
22 0.08 0.36 0.05 0.02 06.2 -01.5 -06.5 -00.8 
55 -0.20 0.02 -0.07 -0.11 -02.6 -00.3 00.8 05.2 
28 0.20 0.03 -0.05 -0.06 00.5 -02.3 -01.4 -05.7 
23 0.64 0.28 0.44 0.47 12.1 06.6 06.4 -01.7 
35 0.00 -0.31 0.06 0.13 03.3 -00.6 06.1 00.2 

24 -0.48 -0.46 -0.27 -0.11 -11.4 -12.2 -15.5 -16.5 
38 -0.26 -0.34 0.04 0.11 -06.4 -06.0 -04.9 -05.1 
56 -0.12 -0.11 0.02 0.09 00.8 01.4 00.1 -01.2 
60 0.47 0.50 0.07 -0.11 08.3 07.7 09.4 11.2 

25 0.15 0.02 0.20 0.14 -05.3 -08.0 -00.7 -02.9 
114 0.03 0.05 0.00 -0.01 01.7 02.5 00.2 01.6 
39 -0.19 -0.16 -0.11 -0.07 -01.8 -02.6 -00.1 -02.9 

•ATs those ln the first column. 
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"fitted deviations" which minimize the (squared) error associated with the 
following model: 

V. . a = 7 + at + bj + • • • + ei},..a 

where Yij,..a — the performance score of individual a who falls in cate­
gory i of background factor A, category of background 
factor B, etc. 

Y = the grand mean of the performance scores for all people 
being considered 

Oi = the fitted deviation from the grand mean associated with 
category i of background factor A 

bj = the fitted deviation from the grand mean associated with 
category / of background factor B 

eij...a = error term for this individual 

The model is far from new, having been described by Yates in 1934.7 A 
few of the fitted deviations generated by the MCA Program are also 
shown in Table C-1. I t was these fitted deviations which were subtracted 
from the Adjustment I scores to produce the Adjustment I I scores. 

As an example, consider the case of a young doctoral scientist in a 
development lab whose score on contribution (after Adjustment I) was at 
the 35th percentile. At the time he took part in the study, it had been 
two years since he had received his Ph.D and one year since he had 
joined his division. I t had taken him five years to earn his Ph.D after he 
had received his B.S. To obtain his Adjustment I I score, one would start 
with his Adjustment I score (35) and subtract the fitted deviations associated 
with his particular category on each of the three background factors 
(-01.5, -12.2 , and +02.5). This yields a score of 46.2. In a sense, this 
young scientist "moved up" when his score was compensated for his 
relative lack of experience. Put differently, although he was well below 
average when compared to all Ph.D's in development labs, he was only 
slightly below average when compared with other scientists with similar 
backgrounds. 

Of course, when some of the background factors which related to—or 
"explained"—some of the differences observed in the scores were removed, 
there were fewer (or smaller) differences left to be explained by other 
factors. Thus it was of considerable interest to determine what portion of 
the differences (technically, what portion of the variance) in the Adjust­
ment I scores had actually been explained and removed by the back­
ground factors used to produce Adjustment I I . As may be seen in Table 
C-2, the Adjustment I I background factors explained from 5 to 38% 
(median = 15%) of the variance in the Adjustment I scores. 

7 F . Yates, "The Analysis of Multiple Classifications with Unequal Numbers in the Different 
Classes," Journal of the American Statistical Association, 1934, Vol. 29, pp. 51-66. 
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TABLE C-2 This shows the percent of variance in the Adjustment I scores 
attributable to Adjustment ll background factors. This portion of the variance 
was removed in the process of producing Adjustment II. 

Papers Reports Contribution Usefulr: 

Ph.D's in development labs 14% 5% 8% 10% 
Ph.D's tn research labs 17% 10% 12% 15% 
Engineers 16% 8% 7% 10% 
Assistant scientists 27% 11% 20% 19% 
Non-Ph.D scientists 38% 21% 35% 28% 

As shown in Appendix D, one result of removing the effects of back­
ground factors from the performance scores was to reduce the extent to 
which they were intercorrelated. This was expected and desirable. Part 
of their interrelationship was spurious, in the sense that all measures were 
related in the same ways to the background factors. When these factors 
were removed, the resulting measures were "purer," that is, more distinct, 
indicators of the different forms of scientific performance. 

Interpreting Adjusted Scores in Turns of Actual Output 

After the various transformations and adjustments had been applied to 
the performance measures, we were in a position to examine the effects of 
contemporary social and psychological factors on scientists* performance. 
Furthermore, we could be sure that any effects found were not attributable 
to the antecedent factors whose effects had been removed I t was no 
longer possible, however, to specify a precise number of papers (or patents, 
or reports) which would correspond to a mean falling at any given per­
centile position. For example, how many papers, on the average, were 
written by the set of people with "semimonthly or less" contact with 
their colleagues—shown in Chapter 3, Chart 1-A to fall at the 50th 
percentile? This figure would vary according to the backgrounds of the 
people who composed the set. 

For example, consider a set whose mean output of papers placed i t at 
the 60th percentile after Adjustment I I . I f the set were composed of 
relatively inexperienced people, the actual output of papers would have 
been lower than if the group were composed of people with long experience. 
Thus, although any particular individual's score can be converted back to 
the actual number of papers, patents, or reports he produced over the 
five-year period, 8 in general it is not feasible to convert means for sets of 
people to raw output figures in any exact way. 

"Using data shown in tbe document cited in Footnote 2, the reader can determine the raw 
score equivalents of Adjustment I and II values for individuals with any particular set of 
characteristics. 
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TABLE C-3 This shows the approximate average output (per person) required 
for a set of people to score at designated percentile points after Adjustment II. 
Values after Adjustment 1 would be roughly the same.* 

Percentile on Percentile on 
papers or patents! reports 

Group 30th 50th 70th 30th 50th 70th 

Ph.D's in development 3-5 5-8 9-14 3-8 6-16 11-22 
Ph.D's in research 4-6 6-10 9-16 3-6 6-14 9-21 
Engineers 0-0 1-2 2-3 2-6 4-12 6-15 
Assistant scientists 0-1 0-5 2-7 0-2 2-7 4-12 
Non-Ph.D scientists 0-1 1-3 3-5 2-5 3-7 5-11 

*The reader Is cautioned that these data are approximate. The exact value will vary 
depending on the people who compose the set (see text). Under extreme conditions it Is 
possible for average output to fall outside the ranges shown. 

The table was prepared as follows: respondents were divided into numerous sets accord­
ing to a variety of classification schemes. For each of these sets, the mean raw output and 
mean Ajustment II value were obtained. By plotting one against the other, the approximate 
range of mean raw outputs associated with a given mean on Adjustment II could be 
observed. 

1 Patents were used for engineers, papers for all other groups. 

To provide an indication of the approximate average output (per person) 
required to place a group at the 30th, 50th, and 70th percentile points 
after Adjustment I I , Table C-3 has been prepared. Although the table 
gives data for Adjustment I I , the Adjustment I values would be roughly 
the same. 

ADJUSTMENT OF GROUP SCORES 

In Chapter 13, results of an analysis of group performance are shown. 
Of course, many of the problems previously outlined with respect to 
individual scores and the unwanted effects of various antecedent factors 
also applied to group scores. (The score for a group was simply the mean 
of the scores of the individuals who composed the group.9) For reasons 
already discussed, it seemed desirable to also "adjust" the group scores. 

Method of Adjustment 

The method of adjustment was similar to that employed for the individ­
ual scores. After an initial exploration of the effects of various background 
factors, three that seemed most important were included in a Multiple 
Classification Analysis. These were: the average age of members, the 
proportion of members with Ph.D's, and the type of setting (industrial, 
°Percentile evaluations—prior to the transformation described in Appendix A—were used 
to compute these means. 
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government research, or government development). Separate analyses 
were performed for groups from departments characterized by high 
amounts of individual autonomy and for groups from more coordinated 
departments.1 0 As before, the resulting "fitted deviations," shown in 
Table C-4, were subtracted from the original mean scores to produce a 
set of residual or adjusted group scores. The sum of the adjustments for 
groups from autonomous departments ranged from +4.8 to —4.9 for con­
tribution, and from +5.5 to —5.7 for usefulness. The groups from coordi­
nated departments tended to score lower than those from autonomous 
departments and there was more variation among their scores. To 
equalize both the means and standard deviations of the adjusted perform­
ance measures, scores for groups from coordinated departments were 
multiplied by an appropriate constant to reduce their variation (.66 for 
contribution, .77 for usefulness), and were added to an appropriate con­
stant to raise their means (19.8 for contribution, 13.8 for usefulness). 

The resulting scores were then ready for use in the analyses described 
in Chapter 13. 
1 0 T h e method of classifying departments is described in Appendix H. 

TABLE C-4 77iw shows the fitted deviations resulting from the MCA Program 
which were subtracted from group scores to produce the adjusted measures of 
group performance. Groups from autonomous and coordinated departments were 
analyzed separately. 

I = Groups from autonomous departments 
ll = Groups from coordinated departments 

Contribution Usefulness 

I I 

Average age of members 
27-33 years -2.4 -3.7 -2.7 -3 .1 
34-39 years -0.7 -0.2 -0.6 0.8 
40+ years 2.3 7.3 2.5 3.7 

Percent of members with Ph.D 
0-7% l . l -4 .1 2.8 -2.9 
8-33% -1.4 2.9 -2.7 1.3 
34 + % -0.3 6.1 -2 .1 5.1 

Type of setting 
Industrial 1.5 1.1 -0.1 -1.0 
Government development —2.7 —3.2 0.4 3.0 
Government research —0.5 * —0.2 * 

No groups fell in this category. 
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INTERRELATIONSHIPS AMONG 

PERFORMANCE MEASURES 

TABLE D-1 As shown in these matrices, all performance measures were posi­
tively correlated. Highest correlations were between the two evaluations (contribu­
tion and usefulness). Adjustment I had little effect on the correlations. After 
background factors had been removed by Adjustment II, the correlations declined 
but were still positive. (Note: Data shown are Pearson correlation coefficients.) 

Upper figures = Unadjusted output scores (log transformation—see Appendix 3) 
or evaluations (transformed—see Appendix A) 

Lower figures — Scores after Adjustment II (see Appendix C) 

I . Ph.D's io developraent labs 

Contri-
Papers Reports bution 

Reports .14 
.12 

Contri- .40 
bution .35 

Useful- .26 
ness .10 

.16 

.14 

.21 

.20 
.72 
.70 

I I . Ph.D's in research labs 

Contri-
Papers Reports bution 

Reports .42 
.35 

Contri- .43 .33 
bution .39 .30 

Useful- .23 
ness .15 

.23 

.19 
.57 
.55 
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I I I . Engineers IV. Assistant scientists 

Contri-
Fatents Reports bution 

Reports .19 
.16 

Contri- .35 
bution .32 

Useful 
ness 

.39 

.34 

.27 

.22 

.23 

.17 .67 

Contri-
Papers Reports bution 

Reports .22 
.16 

Contri- .38 
button .33 

Useful- .25 
ness .12 

.26 

.18 

.20 

.12 
.65 
.59 

V. Non-Ph.D scientists 

Contri-
Papers Reports bution 

Reports .18 
.01 

Contri­ .40 .30 
bution .22 .11 

Useful­ .29 .26 
ness .02 .15 
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Appendix 

JOB GRADES AND 
CAREER L E V E L S 

On several occasions we wished to classify respondents according to 
their relative position in their laboratory's organizational hierarchy. Was 
the man a recent college graduate with little experience, the director of 
research, or somewhere in between? 

Although the government labs shared a common classification scheme 
(the Civil Service System), the industrial and university settings each had 
its own system. We desired a set of categories which would have roughly 
the same meaning in the different settings. This appendix describes two 
codes we used. 

Job Grades 

By examining titles, job descriptions, salaries, and supervisory responsi­
bilities, i t was possible to derive a set of nine categories—"job grades"— 
which were reasonably comparable in the various settings. The categories 
and some typical characteristics are shown in Table E- l . 

Career Levels 

For purposes of analysis it was desirable to have a smaller number of 
"career levels" than the nine job grades shown in Table E - l . 

I t also seemed desirable to consider length of working experience. 
Because of market conditions, a few individuals might have been hired at 
excessive salaries relative to their experience. Other individuals with much 
experience might be making only modest salaries if in an organization 
with tight salary ceilings. 

The "career lever code consisted of four categories derived from the 
job grade code described previously and the respondent's experience. Al l 
persons wi th the tide of section head or higher (in the university, ful l 
professor or higher) was assigned to the "supervisor" category provided 
they had completed their education (Ph.D or B.S.) at least six years ago. 
Then the remairiing nonsupervisory personnel were classified "senior," 
"junior," or "apprentice," according to the scheme shown in Table E-2. 
(Note that slightly different definitions were used for Ph.Ds and non-Ph.Ds. 
Among the latter less experience was required to occupy high positions 
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TABLE E-l System of pb grades 

Job Typical job description in Title in Gov't, civil Typical indus- Percent who 
grade industry or government university service level* trial salary! superviset 

9 Director of research — Supergrade ? 100% 

8 Head of major department, branch Department 
or division chairman 15 $18,000 100% 

7 Head of large section; senior 
consultant Full professor 14 $15,000 85% 

6 Head of small section; inves- Associate pro-
tigator of broad stature fessor 13 $12,000 75% 

5 Mature investigator; engineer Assistant 
with substantial responsibility professor 12 $10,000 33% 

4 Engineer or scientist (B.S.) with 
ten or more years experience OR 
new Ph.D Instructor 11 $9,000 10% 

3 Engineer or scientist (B.S.) with 
about five years experience — 9 $8,000 5% 

2 Beginning engineer or scientist, 
recent B.S. - 7 $6,300 0% 

1 Experienced technician or 
assistant — 5 $5,200 0% 

* Government data were collected in the spring of 1960. 

f Industrial data were collected in the spring of 1959. 

{Shown are the percent who have one or more subordinates (varies widely in different locations). 
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than was the case for Ph.Ds.) Table E-2 also shows the overlap between 
the senior and supervisor categories with respect to grade and experience. 

After respondents had been classified by career level, some typical 
characteristics of scientists or engineers at each level were ascertained. 
These data are shown in Table E-3. At the junior and senior levels, one 
may note the close similarity between Ph.Ds and non-Ph.Ds with respect 
to median age and time in organization. However, the typical non-Ph.D 
who attained the level of supervisor did so several years sooner than the 
typical Ph.D. 

T A B L E E - 2 Four career levels. 
Job 

grade 

9 

8 

7 

6 

5 

4 

3 

Job 
grade 

9 

8 

7 

6 

5 

4 

3 

2 

1 

Ph.D's: Years since Ph.D 

0-5 years 

r 
6 years or more 

T i 
"Supervisor" 

"Senior" 
. J 

"Junior" 

Non-Ph.D's: Years since B.S. 
0-3 4-5 6-10 

I 
11 years or more 

"Supervisor" 

"Senior" 

L L 
"Junior" 

I 

"Apprentice" 
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TABLE E-3 Some typical characteristics of individuals ot each career level 

Mediao age Median years since Median time in org'o. 
Level Ph.D's Non-Ph.D's Ph.D BS Ph.Ds Non'Ph. 

Supervisor 47 39 19 13 13 8 
Senior 39 38 10 13" 8 7 
Junior 33 33 4 8 3 4 
Apprentice - 29 5 - 2 



Appendix J L 

THE QUESTIONNAIRE 

Since all questionnaire items used in generating final results have been 
quoted elsewhere, this appendix wi l l not reproduce the entire question­
naire. Included here are short descriptions of the questionnaire, of the 
procedures used in its administration, and of a study designed to examine 
its reliability. 

Two Questionnaire Forms 

Two forms of the questionnaire were used. The long form consisted of 
approximately 230 items of information and required an average of 2.5 
hours to complete. This was administered to a 42% cross section (N — 552) 
of the respondents. Since we were reluctant to ask all respondents to spend 
this much time, the other 58% (N = 759) completed the short form. The 
short form included about half of the long-form items, principally to com­
pare motivations of the long-form sample with their colleagues. Except 
where questions asked for the names of people, work units, research 
specialties, and the like, all questions were of the closed-end (that is, fixed-
alternative) type. 

Questionnaire Administration 

After i t had been agreed that a certain organization would participate 
in the study, preliminary meetings were held with section and division 
heads. These meetings were used to inform them of the study, and answer 
the questions which arose. Participants were assured that the question­
naire was based on careful preliminary interviewing, and that their answers 
would be treated as confidential. These meetings were generally held 
several weeks before the questionnaire was administered. 

During the following period, a memo was sent to each person selected 
to participate, informing him about the study and giving the time and 
place for questionnaire adrninistration. Although all prospective respondents 
knew the study had the support of their management, no one was forced 
to take part. Response rates, however, were high (71 to 99%; median 
across 11 sites = 94%). Although a few people refused, more frequent 
reasons for not taking part were temporary assignment away from the site, 
vacation, illness, etc. 
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The questionnaire was administered to groups of 20 to 50 respondents 
at a time. Each group was given a short introduction to the study and an 
opfjortunity to ask questions. The introductory front page of the question­
naire is reproduced on page 292. 

Reliability of Questionnaire Items 

Any study must be concerned with the quality of measurements it uses. 
One way of assessing quality is to examine the extent to which one gets 
consistent measurements at different times.1 

I f the questionnaire was measuring stable psychological and organiza­
tional conditions, answers given at one time should have been similar to 
those given by the same person at another time. For example, a person 
who answered that he experienced considerable autonomy at one time 
should have answered in roughly the same way at a later time. This repeat­
ability or consistency of results is technically termed the "reliability" of 
the measuring instrument. 

An opportunity for examining the reliability of the questionnaire arose 
when an industrial R & D department participated. The management 
agreed to let us ask a sample of the respondents to answer some of the 
same questions a second time two months later. Of the sample selected, 
96% (N = 52) cooperated 

Each person was given a blank copy of the original questionnaire. 
Approximately every third item was selected for answering again (94 items 
in all). Respondents were instructed: "Do not try to remember how you 
answered the questions before. Simply answer them as you would if you 
were seeing them for the first time." 

In general, answers were satisfactorily stable over the two-month 
interval. 

One way of examining the stability was to compute the average response 
for this group of 52 respondents on each item at each administration.2 

The two sets of averages correlated .97, indicating that the relative 
standing of the group on these items at the first administration was an 
almost perfect predictor of the relative standing at the second administra­
tion. Since our analyses involved comparisons among groups rather than 
individuals, an examination of the stability of group means seemed an 
appropriate way to assess stability. 

Another way of examining stability was to compare the way each indi-
1 Appendices A and B describe other checks oa the quality of measurements used in this 
study. 
2 Of the 94 items answered a second time, 89 had response categories consisting of a 5- or 
7-point scale where it was appropriate to compute a mean response for the group. The 
other five items were sot included in this analysis. 
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U N I V E R S I T Y O K M I C H I O A N 
I N S T I T U T E F O R S O C I A L R E S E A R C H 

A N N A R B O R M I C H I O A N 
RiMata U « m . D I M O I M 

• • • m JtuuacH C m o 
m w C u m u , M i t i M 

atttuca Conn rw U M f Pruata 
Short Form 

MOTIVATIONS AND WORKING RELATIONS 
OF SCIENTISTS AND ENGINEERS 

To respondents: 

Tbe attached questionnaire ia port of a oontlnulng series oi studies 
on scientific and engineering personnel, which we have carried on al the 
Institute since 1952. Tbe present question! are taken from « longer form 
that waa developed on the basin of Intensive parsons! interviews with tsob-
nlcally trained people. 

We are attempting to obtain reliable quantitative data on many fac­
tors — both within the individual and In his working environ moot — which 
may serve to promote or inhibit technical perform an oo. 

We hope that these studies may help to find out the kind of working 
situations in which scientists and engineers can do their best work. 

Confidentiality 

As with all of the studies at the Institute, answers of Individual 
respondents are kept in strict ooofkteoce. For purposes of reporting, 
Individuals are grouped together In meaningful categories. No names 
of units or organizations wi l l bo used In published reports. 

Comments 

It Is difficult to design questionnaire Items which can capture the 
details of all possible situations. We therefore Invite your comments and 
qualifications as you go along, si tbe r in the margin or on the back cover. 

Wo are very grateful for your assistance. 

Sincerely, 

Donald C Pole 
Form 203 Project Director 

Copyright 1908 by 
The University of Ml chi fan 

vidual answered the items at the two administrations. For each of 89 items,3 

we correlated answers given at the first administration with those given 
at the second. The median correlation {reliability coefficient) was .62; 
83% of the correlations were .5 or higher. 

We were not surprised to find reliability higher when we looked at 
3 Five items were omitted because their response categories were inappropriate for this 
analysis. 
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group means than when we looked at individual scores. The group means 
changed over time only when individual shifts were noncompensating, 
that is, if one member of the group increased and another decreased an 
equal amount, their shifts would cancel each other. When we looked at 
individual scores, however, all shifts acted to lower the reliability coeffi­
cient. Nevertheless, a reliability of about .6 for individual scores was 
deemed an acceptable degree of stability. 4 

* Complete details on this reliability study appear in D. C . Pelz, "Reliability of Selected 
Questionnaire Items," Preliminary Report #9, August 1962, available as Publication 
1991R from the Survey Research Center, University of Michigan. 
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CONSTRUCTION OF INDICES 

At numerous points in the analysis, sets of questionnaire items were 
combined to provide measures of stimulation from designated sources, 
preferred styles of working, desirability of certain goals, etc. This appendix 
provides information about the construction of these composite measures. 

Technically, composite measures of the type used here are known as 
indices. I n some circumstances an index has several advantages over a 
measurement based on just a single questionnaire item. An index provides 
a way of measuring a concept which may be too broad to be tapped fully 
by a single question. A related advantage is that an index emphasizes those 
aspects which two (or more) items have in common. In addition, an index 
may provide a better measure than a single item because measurement 
errors associated with one item may be reduced or cancelled out by other 
items. 

An example wi l l help to clarify the following discussion. Consider the 
index called "stimulation from own ideas." This index was used in Chapters 
2, 6, 9, 12, and 13. I t consists of an additive combination of three ques­
tionnaire items: 13E + 13J + 62L. These items were, respectively, stimulus 
received from "my own previous work or plans, stimulus received from 
"my own curiosity," and importance attached to having "freedom to 
carry out my own ideas." Here were three different items all of which 
seemed to measure the importance of inner sources of motivation. I t was 
discovered that scientists who strongly endorsed one item also tended to 
endorse the other items (that is, the items were positively correlated— 
correlations are shown in Table G-l) . Thus it seemed reasonable to com­
bine these items into a single index. 

Two criteria had to be met before items were combined into an index: 
(a) the content of the items had to be similar, and (b) there had to be a 
correlation between them which was reasonably consistent across the 
several major groups of scientists. Sometimes not only two, but three or 
more items were found to cluster together in these ways and were com­
bined into a single index. 

Items were combined so that each item was about equally weighted in 
the composite score. This was achieved by recoding items, where neces­
sary, so that each had about the same range or variation. The actual com-
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TABLE G-l This shows interconelations (Pearson r's) among items which were 
combined to form the more important indices described in Chapters 6, 7, 10, 12, 
and 13. Intercorrelations are shown separately for each of the five groups of scientists. 

Correlations 

Name of index and Pair cor­ Ph.D's. Ph.D's, Engi­ Ass't. Non-Ph 
items included* related devel res. neers sclents. res. 

Stimulation from 13E & 13J .4 .4 .2 .5 .3 
own ideas 1 3 E & 6 2 L .2 3. 2 2 .3 

13E + J + 6ZL 13J &62L .3 .3 2 .3 .4 

Desire for self- 62A&62B .3 .4 .3 .4 .3 
actualization 62A & 62J .3 .3 .3 .3 .4 

62A + B + J + L 62A&62L .3 .3 .2 .3 .1 
62B&62J .4 .3 .4 .4 .4 

Professional orien­ 62B &62L .3 .2 .3 .4 .2 
tation 62J &62L .4 .4 .4 5 .2 

62A + B + I + J + L 62A&62I .3 .2 .1 .3 .2 
+ M > 62A&62M .4 .4 .2 .3 .2 

62B6t62I .4 2 .2 .3 .1 
Science orientation 62B &62M .3 .3 .3 .3 .3 
62A + L + M 621 fie 62J .4 .3 .3 .3 .1 

621 & 6 2 L 3. 2 .2 .3 .3 
621 fit 62M .4 .3 .4 .5 .4 
62J 6r62M .5 .5 .4 .5 .4 
62L fit 62M .5 .4 .5 .5 ,3 

Provision for self- 63A&63B .6 .5 .5 .7 .6 
actualization 63A6r63J .6 .7 .5 .4 .6 

63A + B + J + L 6 3 A & 6 3 L .4 .6 .4 .3 .6 
63B &63J .6 .5 .4 .5 
63B & 6 3 L .5 .4 .5 .2 .6 
63J &63L .4 .6 .5 .4 .7 

Desire for advance­ 6 2 C & 6 2 D .3 2 .4 .4 .4 
ment in status 62Cat62H .2 2 .3 .2 .4 

62C + D + H 62D&82H .6 .4 .5 .6 .6 
19B & 19C .6 .6 .6 .6 .7 

Status orientation > 19B&62C 2 .3 2 .2 .3 
19B + C 19B flc62D 2 2 .3 .3 .3 

+ 62C + D + H 19B&62H .1 2 .3 2 .3 
19C &62C .3 .3 .3 .4 
19C&82D J5 .3 .5 .5 .5 
19C &62H .3 2 .4 .4 .3 

Provision for advance­ 63C &63D .5 .1 .5 2 .2 
ment in status 6 3 C & 6 3 H .3 .3 .2 .1 .4 

63C + D + H 63D&63H .6 .4 .5 J5 .3 

"Chapter 6 gives the exact wording for each of the items indicated here. 
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bining was done separately for each respondent, of course, and was 
achieved by adding together his (recoded) scores on each item. 

Items were combined into the indices described in this book only after 
many thousands of correlations had been examined. In some instances, it 
was not clear whether a given item should be included in a certain index. 
In these instances, we sometimes scored several different versions of the 
same index and waited to see which worked best. (At one point in Table G- l 
the reader wi l l see three versions of roughly the same index. The one we 
made heaviest use of was called "desire for self-actualization;" related 
versions were "professional orientation," and "science orientation.") 

The table which follows shows the correlations between each pair of 
items composing the more important indices used in this book. Results are 
shown separately for each of the five major groups of scientists. The items 
themselves all appear in Chapter 6. 



Appendix H 

CLASSIFICATION OF 
DEPARTMENTS 

Scientists from a wide range of laboratories participated in this study. 
For purposes of analysis, i t seemed desirable to classify the type of environ­
ment in which they worked so that those experiencing different conditions 
could be examined separately. 

In addition to the distinction between university, industry, and govern­
ment, two other classifications proved useful: research versus development, 
and coordinated versus autonomous. This appendix describes how the lat­
ter two classifications were determined. 

Examination of Whole Departments 

In attempting to classify environments, it seemed important to concen­
trate on perceptions which were shared among members of an organiza­
tional unit. The unit which seemed appropriate consisted of two or more 
work groups (for example, sections) reporting to one chief.1 The name of 
this unit could be department, laboratory, branch, or sometimes, division. 
We arbitrarily called all these units "departments," and identified 53 of 
them. 

In most of these departments, between ten and 45 professional members 
answered the questionnaire (median — 22).mdustryandgovernmentdepart-
ments generally contained two levels of supervision. Often the head of the 
department reported directly to the director of research. 

To arrive at department scores, answers from department members were 
averaged together. Thus, although a department might receive one classi­
fication (for example, highly coordinated), it was possible that a few 
individuals in that department might experience considerable autonomy. 
This was as intended, for we wished to measure characteristics of the 
immediate working environment rather than the individual's own job. 
Accordingly, we concentrated on what most people perceived as manage­
ment's goals, values, and methods of operation. 

'Occasionally two or three small groups similar in function but not under the same supervisor 
were combined as one unit. 
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Research versus Development 
There has been much use of the terms "basic research" and "applied 

research." Although no consensus has emerged on the meaning of these 
terms, they remain an intuitive basis for distinguishing some laboratories 
from others. Clearly there is a difference between the laboratory devoted 
to writing scholarly articles and the one dedicated to improving com­
mercial products. 

About 30 items in the questionnaire seemed as i f they might be relevant 
to the basic-applied dimension. For each of these a department score was 
computed by averaging members' responses. Then, with each department 
treated as a single "case," intercorrelations among the scores were obtained. 
Two parallel analyses were done: one based on 33 industrial and university 
departments; the other based on 20 government departments. 

Six items clustered together strongly in both the umversity-industry and 
government analyses. These items are shown in the following box. Their 
intercorrelations appear in Table H - l . The reader wi l l note that these 
six all reflect the distinction between management's emphasis on useful 
products or processes and discovering general knowledge.2 Thus we have 
called it the research versus development dimension.3 

Question 15. In your estimation, how important do executives in this 
technical division regard each land of activity as an objective for the 
division? [For each item respondent checked a five-point rating scale of 
importance.] 

A. Discovering general knowledge relevant to a broad class of problems' 
C. Improvement of existing products or processes 
D. Invention of new products or processes 

Question 56. To what extent do you feel that each experience (if it 
occurred) would help you to get ahead in your technical organization? 
[Respondent checked a five-point scale on helping to get ahead.] 

A. Contributing to a product with high commercial success 
B. Contributing to a product of distinctly superior quality 
D. Publishing a paper which adds significantly to the technical literature 

'Included in the 30 items examined were other distinctions such as likelihood of short-run 
usefulness, source of activity (own curiosity versus assignments from supervisor), and length 
of time for which support was assured. Items tapping these dimensions proved not to 
cluster together as well as the six which were selected. Full details appear in F . M. Andrews, 
and D. C . Pelz, "Dimensions of Organizational Atmosphere," Analysis Memo #7, March 1961, 
available In Publication #1825 from the Survey Research Center, University of Michigan. 
'Descriptions of the scientist's own work, that is, amount of tune spent on research or 
development, also tended to correlate with the six selected items. However, since the 
index was intended to measure perceptions of management t goals, descriptions of partic­
ular jobs were not included in i t 
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TABLE H-l This shows intercorrelations (Pearson's r's) among department 
means for six items ttsed to characterize departments on the research versus develop­
ment dimension. (Upper figure based on 33 industrial and university departments; 
lower figure on 20 government departments.) 

15C 15D 56A 56B 56D 

15A. Discovering general knowledge 
—stressed by executives 

15C. Improvement of products 
—stressed by executives 

I5D. Invention by new products 
—stressed by executives 

56A. Commercially successful product 
—helps one get ahead 

56B. Superior quality product 
—helps one get ahead 

56D. Publishing paper 
—helps one get ahead 

- . 7 
- .3 

- .7 - .8 - .7 .8 
- .4 -.3 - . 4 .6 

.8 .8 .8 - .7 

.8 .2 .5 - .3 

.9 .8 - .7 

.6 .7 - .3 

.9 

.7 
- .8 
-.3 

- .8 
- .3 

The sum of the (averaged) scores on these items—with the signs of 15A 
and 56D reversed—constituted the department score on the research-
development dimension. 

Table H-2 shows how departments in various locations scored on this 
index. One may note that university departments tended to be heavily 
research oriented, those in industry heavily development oriented, and 
those in government midway between university and industry. (Since 
these data do not constitute a representative sample of scientists, Table H-2 
is not intended to describe anything other than the particular departments 
included in the study.) 

TABLE H-2 This shows how the 53 departments represented in Otis study scored 
on the research versus development dimension. (Figures indicate number of 
departments.) 

University Government industry 

Strong research emphasis 
Mild research emphasis 
Mild development emphasis 
Strong development emphasis 

0 
7 

10 
3 

0 
0 
8 

18 
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Autonomy versus Coordination 
To what extent was coordination of effort expected in each department? 

In some departments, investigators worked independently; in others, tight 
groups worked within a highly structured organizational pyramid. 

Fifteen items had been included in the questionnaire which promised 
to tap various aspects of autonomy versus coordination. Before obtaining 
department averages, however, we faced the possibility that perceptions 
about autonomy and coordination might differ at different levels within 
the organization. A chief, for example, might feel free to determine his 
own goals, but might impose direction on his subordinates. Therefore, 
two scores were obtained for each item: the department average for 
supervisors, and the department average for nonsupervisors. (The latter, 
of course, might supervise some technicians.) 

These scores were then intercorrelated across 48 industry and govern­
ment departments.4 (University departments were omitted since many 
of the questions on supervision were not relevant for university scientists.) 

Two clusters were observed in the data—one for supervisors, a dif­
ferent one for nonsupervisors. Items in the nonsupervisory cluster concerned 
the amount of autonomy or self-direction which the scientist felt he had 
over his own work goals. These items are shown in the following box; 
intercorrelations appear in Table H-3. 

Nonsupervisors' Answers to the Following Items Clustered: 

Question 26C. To what extent does [your own group or work] have 
autonomy to determine its own technical program, in contrast to having 
work suggested or assigned by higher authorities, clients, etc.? [Respondent 
checked a five-point scale indicating degree of autonomy.] 

Question 29. Consider the choice of goals or objectives of tbe various 
technical activities for which you are responsible (either your own work, or 
work which you supervise or coordinate). Who has weight in deciding on 
these goals and objectives? [Respondent estimated the relative percent of 
weight exerted by eight sources, including:! 

A. Myself 
E. Higher-level technical supervisors in this organization 

Question 31. To what extent do you feel you can influence [the person or 
group with most weight in choice of your work goals] in his recommenda­
tions or decisions concerning your technical goals? [Respondent checked a 
sue-point scale of influence.] 

4Three small government departments were subsequently merged together, 
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TABLE H-3 This shows intercorrelations among department means for four 
items used in a preliminary index of nonsupervisors' estimates of intragroup 
autonomy. (Based on data from nonsupervisors in 48 industrial and government 
departments. *) 

29A 29E 31 

26C. Autonomy of own group (or self) to set program .5 —.6 .6 
29A. Weight of self in deciding goals —.5 .7 
29E. Weight of higher technical supervisors in deciding goals — .6 
31. Influence on person having most weight in setting goals 

"Three small government departments were subsequently merged together. 

The cluster f o r supervisors included items concerned w i t h the amount 
of coordinat ion between the respondent and heads of other groups. These 
items are shown in the lower part of the fo l lowing box; a l l intercorre­
lations were .5 (data not shown). 5 

Supervisors' Answers to the Following Items Clustered: 

Question 25. To what extent do members of these groups coordinate 
their efforts for some common objective? [Respondent checked a five-point 
scale indicating degree of coordination.] 

A. Most significant group* 
B. Group headed by my chief 

Question 39. To what extent do you and each colleague coordinate your 
activities toward some common objective? [Respondent checked a five-point 
scale indicating degree of cwrdination wi th each of five colleagues. Answers 
were subsequently averaged across colleagues to produce a variable indicat­
ing mean coordination wi th colleagues.] 

* If the respondent's "most significant group" was headed by his chief or chief s chief, 
we substituted his answer to Question 25C: coordination in group headed by the 
respondent himself. 

T w o pre l iminary indices were formed by adding the departmental scores 
for each cluster (the sign of 29E was reversed). We thought i t might be 
w o r t h w h i l e to distinguish different combinations of these characteristics. 
However , the t w o indices correlated — .62, indicating that departments w i t h 
h igh in tergroup coordinat ion tended to have low intragroup autonomy. I t 
therefore seemed best to combine the two indices into a single index of 
CHX>rdination. The f o l l o w i n g formula was used, wh ich resulted i n weight-

5The document described in Footnote 2 gives full details of our explorations in this area. 
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ing the t w o preh'minary indices approximately equally i n the final index: 

C = 2S - N 

where: C = department score on coordination versus autonomy 
dimension. 

S — p re l iminary index o f supervisors' estimates of intergroup 
coordination. 

N — pre l iminary index of nonsupervisors' estimates of intra­
group autonomy. 

Table H-4 shows that our industrial departments tended to be m i l d l y 
or strongly coordinated, university departments autonomous, and govern­
ment departments midway between industry and university. 

Relationships between Research-Development and 
Autonomy-Coordination Dimensions 

A final analysis examined the interrelationships between the two indices 
described i n this appendix. W i t h i n industrial departments, and also w i t h i n 
government departments, the t w o indices seemed to be measuring rather 
different things. Across the industrial departments, the correlation between 
the two indices was —.10; the comparable figure for government was 
+ .25. 8 

TABLE H-4 This shows how the deportments represented in this study scored 
on the autonomy versus coordination dimension. (Figure* indicate number of 
departments.) 

Autonomous 
Mi ld coordination 
Strong coordination 

University Government Industry 

7 3 2 
0 11 12 
0 6 12 

ID this analysis, each department was weighted by Its size. 



Appendix 

SOURCES OF ADDITIONAL 
INFORMATION 

This appendix lists references which people i n search of additional 
in fo rmat ion may find h e l p f u l . The appendix has been organized into two 
sections. Section A lists some general works, mcluding bibliographies, 
relevant to research or R & D and/or creativity. Section B lists documents 
c i ted in this book. 

A. SOME GENERAL WORKS RELEVANT TO RESEARCH ON 
R & D A N D / O R CREATIVITY 

Lis ted here are some general works relevant to research on R & D and / 
or creat iv i ty . Inquiries should be directed to the respective authors or 
publishers. 

Barber, B. and Hirsch, W. (eds.), The Sociology of Science, The Free Press, 
Glencoe, Illinois, 1962. Some of the 38 selected readings deal wi th relations 
between science and society, communication among scientists, the social 
image of the scientist, and the social process of scientific discovery. 

Bush, G. P., Bibliography on Research Administration, Annotated, The University 
Press of Washington, D . C , 1954, 146 pp. 

Conferences: Since 1950 there have probably been at least three or four con­
ferences a year on research adrninistration and creativity, wi th proceedings 
published. One series, the Annual Conference on Adrrunistration of Research, 
has been held since 1947 at several universities, principally Pennsylvania State 
University. Other series have been held at Columbia University, the American 
University in Washington D . C , and the University of Buffalo. Other sponsors 
of conferences include the Industrial Research Institute, New York City; tbe 
Institute of Contemporary Art, Boston; and Foundation for Research on 
Human Behavior, Ann Arbor, Michigan. See also the reference to Taylor 
and Barron in this section. 

Creativity Research Exchange, Educational Testing Service, Princeton, New 
Jersey. Periodic summaries of current studies. 

Deutsch and Shea, Inc., "Creativity—A Comprehensive Bibliography on Creativity 
in Science, Engineering, Business, and the Arts," Industrial Relations News­
letter, March 1958, 16 pp. 
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Evans, Jill , Factors Related to the Performance of Scientists and Engineers: 
Synopses of Research Findings, Center for Research on Utilization of Scientific 
Knowledge, Institute for Social Research, University of Michigan, Ann Arbor, 
Michigan, (in press), 228 pp. Contains synopses of research findings and 
bibliographies of studies on R & D. 

Foundation for Research on Human Behavior, Human Factors in Research 
Administration, University of Michigan, Ann Arbor, Michigan, 1956. Proceed­
ings of a conference with this title sponsored by the Foundation. 

, Creativity and Conformity, Ann Arbor, Michigan, 1958. Proceedings of a 
conference with this title sponsored by the Foundation. 

Guilford, J. P., Christensen, P. R., and Wilson, R. C , A Bibliography of Thinking, 
Including Creative Thinking, Reasoning, Evaluation, and Planning, the Depart­
ment of Psychology, University of Southern California, Los Angeles, July 1953. 

McPherson, J. H . and Rapucci, L. C , The Creativity Review, The Dow Chemical 
Company, P.O. Box 632, Midland, Michigan. Quarterly summaries of current 
studies since 1955. 

National Science Foundation, Current Projects on Economic and Social Implica­
tions of Science and Technology, U. S. Government Printing Office, Washington 
D.C. Yearly summary. 

Parnes, S. J. (ed.), Compendium of Research on Creative Imagination, The 
Creative Education Foundation, Buffalo, New York, 1958, 8 pp. 

, Compendium #2 of Research on Creative Imagination, The Creative 
Education Foundation, Buffalo, New York, 1960, 11 pp. 

, Bibliography on the Nature and Nurture of Creative Behavior, The Crea­
tive Education Foundation, State University of New York at Buffalo, 1964, 
39 pp. Lists major books, journal articles, and doctoral theses relevant to 
creative behavior appearing between 1960 and mid-1964. See also previous 
two references. 

and Harding, H . (eds.), A Source Book for Creative Thinking, Charles 
Scribner and Sons, New York, 1962. Contains 29 articles, annotated compen­
dium of 60 other studies, list of 27 institutions with investigators currently 
doing research, and a central list of books on creativity. 

Rubenstein, A. H . , A Directory of Research on Research, College on Research 
and Development of the Institute of Management Sciences, Northwestern 
University, Evanston, Illinois, May 1964. The Primary emphasis in the direc­
tory is on studies directly related to the management of R fit D . Studies in 
related areas are included, such as scientific information and economics of 
innovation. 

Stein, M . I . and Heinze, Shirley ] . , Creattoif-y and the Individual, The Free Press, 
Glencoe, Illinois, 1960. Summary of more than 300 articles and books from 
psychology, psychiatry, and various other disciplines, bearing on creativity. 

Taylor, C. W. and Barron, F. (eds.), Scientific Creativity: Its Recognition and 
Development, John Wiley and Sons, New York, 1963. Selected papers from a 
series of conferences on the Identification of Creative Scientific Talent 
sponsored by the University of Utah in 1955, 1957, and 1959. 

Weislogel, Mary H. and Altman, J. W., Abstracts of Literature Concerning 
Scientific Manpower, American Institute for Research, Pittsburgh, 1952, 85 pp. 
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B. DOCUMENTS C I T E D I N THIS BOOK 

Listed be low are the documents cited i n this book, together w i t h the 
chapter i n w h i c h the ci ta t ion occurs. The initials SRC indicate that the 
document m a y be obtained f r o m the Publications Department, Survey 
Research Center, Universi ty of Michigan, A n n Arbor , Michigan. Inquiries 
about a l l other publications should be addressed to the respective authors 
or publishers. 

Adams, J. S., 'Toward an Understanding of Inequality," Journal of Abnormal and 
Social Psychology," 1963, vol. 67, pp. 422-36. (Chapter 7) 

Aitchison, J. and Brown, ] . A. C , The Lognormal Distribution, Cambridge Univer­
sity Press, Cambridge, 1957. (Appendix B) 

Allison, D., "Engineer Renewal," International Science and Technology, June 1964, 
pp. 48-54, 109-110. (Chapter 10) 

Andrews, F. M . , "An Exploration of Scientists' Motives," Analysis Memo #8,1961, 
SRC Publication #1825, $.75. (Chapters 6, 11) 

, "Logarithmic Transformation of Output of Scientific Products," Analysis 
Memo #11 , 1961, SRC Publication #1826, $.75. (Appendix B) 

, Creativity and the Scientist, doctoral dissertation, University of Michigan, 
1962. (Chapter 9) 

, "A Check on the Validity of Reporting Scientific Output," Analysis Memo 
#19, 1963, SRC Publication #2134, $.35. (Appendix B) 

, "Scientific Performance as Related to Time Spent on Technical Work, 
Teaching, or Administration," Administrative Science Quarterly, 1964, vol. 9, 
pp. 182-193; SRC Publication #2132, $.50. (Chapter 4) 

, "Factors Affecting the Manifestation of Creative Abili ty by Scientists," 
Journal of Personality, 1965, vol. 33, no. 1, pp. 140-152. (Chapter 9) 

, "Revised Adjustment of Performance Measures to Hold Constant Some 
Background Factors," Analysis Memo #21, 1966, SRC Publication #2400, 
$.50. (Appendix C) 

, Sonquist, J. A. and Morgan, J. N., The Multiple Classification Analysis 
Program, 1966, SRC Monograph (Appendix C), (in press) 

and Pelz, D . C , "Dimensions of Organizational Atmosphere," Analysis 
Memo #7, 1961, SRC Publication #1825, $.75. (Chapter 1, Appendix H) 

Argyris, C , Personality and Organization, Harper, New York, 1957. (Chapter 7) 
Barron, F., Creativity and Psychological Health, Van Nostrand, Princeton, New 

Jersey, 1963. (Chapter 9) 
, "The Needs for Order and Disorder as Motives in Creative Activi ty," 

in Taylor, C. W. and Barron, F. (eds.) Scientific Creativity: Its Recognition 
and Development, John Wiley and Sons, New York, 1963. (Chapter 9) 

Bayley, Nancy, "On the Growth of Intelligence," American Psychologist, 1955, 
vol. 10, pp. 805-818. (Chapter 10) 

Brehm, J. W. and Cohen, A. R., Explorations in Dissonance Theory, John Wiley 
and Sons, New York, 1962. (Chapter 7) 

Burrey, S., 'The Question of Creativity," Industrial Design, January 1957, p. 32. 
(Chapter 8) 
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Davis, R. C , Commitment to Professional Values as Related to the Role Performance 
of Research Scientists, doctoral dissertation, University of Michigan, 1956. 
(Chapter 6) 

Evan, W. M . , "Conflict and Performance in R & D Organizations: Some Pre­
liminary Findings," Industrial Management Review, 1965, vol 7, no. 1, pp. 
37-46. (Chapters 8, 13) 

Farris, G. F., "Congruency of Scientists' Motives wi th their Organizations' 
Provisions for Satisfying Them: Its Relationships to Motivation, Affective Job 
Experiences, Style of Work, and Performance," Department of Psychology, 
University of Michigan, 1962. (Chapter 7) 

Fiedler, F. E., Leader Attitudes and Group Effectiveness, University of Illinois 
Press, Urbana, 1958. (Chapter 13) 

Ford, L . R., Jr., "Solution of a Ranking Problem from Binary Comparisons," 
American Mathematics Monthly, 1957, vol. 64, no. 8, part I I , pp. 28-33. 
(Appendix A) 

Gerard, R. W., Mirror to Physiology: A Self Survey of Physiological Science, 
American Physiological Society, Washington, D . C , 1958. (Chapter 4) 

Ghiselli, E. E., "The Vahdity of Management Traits in Relation to Occupational 
Level," Personnel Psychology, 1963, vol. 16, pp. 109-113. (Chapter 12) 

Glazer, B. G., "The Local-Cosmopolitan Scientist," American Journal of Sociology, 
1963, vol. 69, pp. 249-259. (Chapter 6) 

Gordon, G. and Marquis, Sue, "Effect of Differing Adrninistrative Authority on 
Scientific Innovation," Working Paper #4,1963, from project on Organizational 
Setting and Scientific Accomplishment, Graduate School of Business, University 
of Chicago. (Chapter 2) 

Guilford, J. P., 'Three Faces of Intellect," American Psychologist, 1959, vol. 14, 
pp. 469-479. (Chapters 10, 11) 

Houston, J. P. and Mednick, S. A., "Creativity and the Need for Novelty," 
Journal of Abnormal and Social Psychology, 1963, vol. 66, pp. 137-141. 
(Chapter 9) 

Komhauser, W., Scientists in Industry: Conflict and Accommodation, University of 
California Press, Berkeley and Los Angeles, 1962. (Chapter 6) 

Kuhn, T. S., "The Essential Tension: Tradition and Innovation in Scientific 
Research," in Taylor, C. W. and Barron, F. (eds.), Scientific Creativity: Its 
Recognition and Development, John Wiley and Sons, New York, 1963. 
(Chapter 11) 

Lehman, H . C , Age and Achievement, Princeton University Press, Princeton, 
New Jersey, 1953. (Chapter 10) 

, "The Chemist's Most Creative Years," Science, 1958, vol. 127, pp. 
1213-1222. (Chapter 10) 

, "The Age Decrement in Scientific Creativity," American Psychologist, 
1960, vol. 15, pp. 128-134 (Chapter 10) 

Likert, R., New Patterns of Management, McGraw-Hill Book Co., New York, 
1961, (Chapters 2, 12) 

Longenecker, E. D., "Perceptual Recognition as a Function of Anxiety, Motiva­
tion, and the Testing Situation," Journal of Abnormal and Social Psychology, 
1962, vol. 64, pp. 215-221. (Chapter 13) 
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Mednick, S. A., "The Associative Basts of the Creative Process," Psychological 
Review, 1962, vol. 69, pp. 220-232 (Chapter 9) 

and Mednick, M . T., Manual: Remote Associates Test, Form I, Houghton 
Miff l in , Boston, 1966. (Chapter 9) 

Meltzer, L . and Salter, J., "Organization Structure and Performance and Job 
Satisfaction of Scientists," American Sociological Review, 1962, vol. 27, pp. 
351-362. (Chapter 4) 

Morton, J. A.,"From Research to Technology," IntemationalScienceandTechnology, 
May 1964, pp. 82-92. (Chapter 2) 

Oberg, W., "Age and Achievement in the Technical Man," Personnel Psychology, 
1960, vol. 13, pp. 245-259. (Chapter 10) 

Patchen, M . , The Choice of Wage Comparisons, Prentice-Hall, Englewood Cliffs, 
New Jersey, 1961. (Chapter 7) 

, " A Conceptual Framework and Some Empirical Data Regarding Com­
parisons of Social Rewards," Sociomerrt/, 1961, vol. 24, pp. 136-156. (Chapter 7) 

Pelz, D. C , "Some Social Factors Related to Performance in a Research Organiza­
tion," Adminisrrofioe Science Quarterly, 1956, vol. 1, pp. 310-325. (Preface) 

, "Motivation of the Engineering and Research Specialist," Improving 
Managerial Performance, AMA General Management Series, No. 186, 1957, 
pp. 25-46; SRC Publication #1213, $.50. (Preface, Chapters 8, 10) 

, "Uncertainty and Anxiety in Scientific Performance," 1960, SRC Publica­
tion #1588, $1. (Chapters 11, 13) 

, "Some Properties of the Measures of Scientific Output," Analysis Memo 
# 1 , 1960, SRC Publication #1741, $.75. (Appendix B) 

, "Intensity of Work Motivation as Related to Output," Analysis Memo #2, 
1960, SRC Publication #1741, $.75. (Chapter 5) 

• , "Congruence between Personal and Organizational Values, as Related 
to Output," Analysis Memo #4, 1960, SRC Publication #1741, $.75. (Chap­
ter 7) 

, "Satisfaction with the Work Situation as Related to Output," Analysis 
Memo #5, 1960, SRC Publication #1741, $.75. (Chapter 7) 

, "Self-Determination and Self-Motivation in Relation to Performance," 
(prepublication draft), 1962, Survey Research Center, University of Michigan. 
(Chapter 12) 

, "Self-estimates of Motivation Strength as Indicators of Scientific Per­
formance," Analysis Memo # 17,1962, SRC Publication # 1922, $.50. (Chapter 5) 

, "Reliability of Selected Questionnaire Items," Preliminary Report #9, 
1962, SRC Publication #1991R, $1. (Chapter 1, Appendices B, F) 

, "Time and Influence Factors in Laboratory Management as Related to 
Performance," Analysis Memo #18, 1962, SRC Publication #1993, $.75. 
(Chapter 2) 

, "Relationships between Measures of Scientific Performance and Other 
Variables," in Taylor, C. W. and Barron, F. (eds.), Scientific Creativity: Its 
Recognition and Development, John Wiley and Sons, New York, 1963, pp. 
302-310. (Preface) 

, "Freedom in Research," International Science and Technology, February 
1964, pp. 54-66. (Chapter 2) 
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, "The 'Creative Years' and the Research Environment," IEEE Transactions 
in Engineering Management, 1964, vol. EM-11, no. 1, pp. 23-29. (Chapter 10) 

and Andrews, F. M . , "How Motives Relate to Three Kinds of Output in 
Various Types of Laboratories," Analysis Memo #10, 1961, SRC Publication 
#1826, $.75. (Chapter 1) 

and , "Organizational Atmosphere as Related to Types of Motives 
and Levels of Output," Analysis Memo #9, 1961, SRC Publication #1826, 
$.75. (Chapter 1) 

and , "Organizational Atmosphere, Motivation, and Research Con­
tribution," American Behavioral Scientist, 1962, vol. 6, no. 4, pp. 43-47; SRC 
Publication #1944, $.35. (Chapter 1) 

and , "Diversity in Research," International Science and Technology, 
July 1964, pp. 21-36, SRC Publication #2213, $.35. (Chapter 4) 

and , "Autonomy, Coordination, and Stimulation in Relation to 
Scientific Achievement," Behavioral Science, 1966, vol. 11, pp. 89-97, 
$.35. (Chapter 12) 

Roe, Anne, The Making of a Scientist, Dodd Mead, New York, 1953. (Chapter 9) 
Selye, H . , From Dream to EHscovery: On Being a Scientist, McGraw-Hill Book Co., 

New York, 1964. (Chapter 11) 
Shepard, H . A., "Creativity in R & D Teams," Research and Engineering, Octo­

ber 1956, pp. 10-13. (Chapter 13) 
Stein, M. I . , "Creativity and the Scientist," in Barber, B. and Hirsch, W. (eds.), 

The Sociology of Science, The Free Press of Glencoe, New York, 1962, pp. 
329-343. (Chapter 7) 

and Rodgers, R., "Creativity and/or Success?" paper delivered at 1957 
Convention of the American Psychological Association. (Chapter 7) 

Tannenbaum, A. S., "Control in Organizations: Individual Adjustment and 
Organizational Performance," Administrative Science Quarterly, 1962, vol. 
7, pp. 236-257. (Chapters 2, 12) 

Taylor, C. W., "A Tentative Description of the Creative Individual," in Parnes, 
S. J. and Harding, H . F., A Source Book for Creative Thinking, Charles Scribners 
and Sons, New York, 1962. (Chapter 9) 

Torrance, E. P., "Some Consequences of Power Differences on Decision Making 
in Permanent and Temporary Three Man Groups," in Hare, A. P., Borgatta, 
E. F., and Bales, R. F. (eds.), Small Croups, Knopf, New York, 1955, pp. 
482-492. (Chapter 13) 

Weaver, W., "Dither," Science, 7 August 1959, vol. 130, p. 301. (Chapter 8) 
Wells, W. P., Group Age and Scientific Performance, doctoral dissertation, 

University of Michigan, 1962. (Chapter 13) 
Yates, F., "The Analysis of Multiple Classifications wi th Unequal Numbers in the 

Different Classes," Journal of the American Statistical Association, 1934, vol. 
29, pp. 51-66. (Appendix C) 
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Where "performance" appears in this index, it refers to performance of individ­
uals unless otherwise noted. The word "and" designates a relationship between two 
measures—e.g., "autonomy and performance." The word "by" indicates that a re­
lationship between two measures is examined separately for subgroups on some 
third measure—e.g., "autonomy and performance, by coordination." The third 
measure is also indexed, either: "coordination—effect on relationship between 
performance and autonomy," or (more tersely) "coordination—mediating per­
formance and autonomy." This index does not cover references in Appendix I , nor 
does it include mediating effects of primary analysis groups, which are scattered 
throughout. 

Abstract concepts, see Style of approach to 
work 

Adams, J. S-, 139 n 
Administration, see Time spent on technical 

work-adrninisUation-teaching 
Age. 174-213 

and age at B.S., by industry-govemment-
university, 196 

and age of work group, 243-244 
and career levels, 288 
and motivation from own ideas by industry-

government-university, 189-190 
and performance, 176-181 

by indu^try-govemment-uiuVersity; 183-
187 

by involvement, 191-192 
by motivation from own ideas, 189-192 

and time between B.S. and Ph.D, by 
industry-governnient-university, 195-
196 

and tenure, by mdustry-govemment-
university, 193-195 

effect on relationship between performance 
and: 

caution, 209 
creative ability, 163 
flexibility, 202-205 
interest in breadth, 203-206 
interest in depth, 207-208 
motivation from own ideas, 209-210 

Age, effect on relationship between perform­
ance and: number of areas of spe­
cialization, 202-204 

number of R & D functions, 203-205 
time on project, 205-207 
wisdom, 205-207 

see also Group age 
Aitchison, J., 273 n 
Allison, D., 198 n 
Analysis groups, see Primary analysis groups 
Anxiety, 241-242 
Areas of specialization, see Number of areas 

of specialization 
Argyris, C, 114, 217 
Assistant scientists, see Primary analysis 

groups 
Autonomous departments, see Coordination 

in department 
Autonomy, and competition between groups, 

by coordination, 234 
and desire for self-actualization, by 

coordination, 232-233 
and frequency of communication with 

colleagues, by coordination, 234 
and influence, 17 
and involvement, by coordination, 232-233 
and motivation from own ideas, by coordi­

nation, 232-233 
and number of areas of specialization, by 

coordination, 235-236 
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Autonomy, and number of colleagues, by 
coordination, 234 

and number of decision-making sources, 
by coordination, 235-236 

and number of R & D functions, by 
coordination, 235-236 

and performance, 27-28 
by coordination, 229-231 
by interest in breadth, 27-31 
by number of R or D functions, 30-31 

effect of payoff from creative ability, 165, 
170 

measurement of, 9 
of primary analysis groups, 9, 216 
satisfaction with, and performance, 129-

130 
measurement of, 128-129 

Bayley, Nancy, 175 n 
Breadth, see Interest in breadth 
Brehm, J. W., 139 a 
Burrey, S., 147 n 

Career levels, and age, by educarion, 288 
and desire for/provision of freedom, self-

actualization, status advancement, 
132-135 

and time in organization, 288 
and years since degree, 288 
measurement of, 73-75, 286-289 
mediating performance and: 

desire for/provision of freedom, 135-138 
number of areas of specialization, 75-76 
number of decision-making sources, 16 
number of R 6t D functions, 75-78 
provision of self-actuaHzation, status ad­

vancement, 135-138 
Career orientations, similarity to colleagues 

in, see Similarity to colleagues 
Caution, see Desire for acceptable results 
Challenge of work, see Dedication 
Chief, see Supervision 
Client as source of motivation, 104 

see also Similarity to colleagues 
Cohesiveness, and competition between 

groups, by group age, 256 
and group age, 246-248 
and group size, 247 
and performance of groups, by group age, 

253, 256 
measurement of, 246-247 

Colleagues, as source of motivation, 104 
see also Similarity to colleagues 

communication with, and performance, 
35-53 

weight of in decisions, and performance, 
22-27 

Colleagues in own group, see Number of 
colleagues in own group 

Colleagues outside own group but within or­
ganization, see Number of colleagues 
outside own group but within organi­
zation 

Communication with colleagues, 35-53 
see also Frequency of communication with 

colleagues. Number of colleagues in 
own group, Number of colleagues out­
side own group but within organiza­
tion. Time spent contacting colleagues 

Competent colleagues as source of motiva­
tion, 104 

Competition among individuals, see Compe­
tition with colleagues 

Competition between groups 
and cohesiveness, by group age, 256 
and group age, 249-250 
and autonomy, by ccwcHnation, 234 
and performance of groups, by group age, 

255 
and performance of individuals, 215 

by coordination, 224-225 
and secretiveness, 250 n 
measurement of, 248-249 

Competition with colleagues, and group age, 
249-250 

and performance of groups, by group age, 
254-255 

and performance of individuals, 224 
by coordination, 224-226 

and secretiveness, 250 n 
measurement of, 248-249 

Conflict between interests of individual and 
organization, see Satisfaction, Con­
gruence 

Conformity, demand for, 217, 221 
Congruence between interests of Individual 

and organization, and performance, 
116-120 

levels of, in primary analysis groups, 115— 
116 

measurement of, 114-115 
see also Satisfaction 
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Contact with colleagues, 35-53 
see also Frequency of communication with 

colleagues. Number of colleagues in 
own group, Number of colleagues out­
side own group but within organiza­
tion. Time spent contacting colleagues 

Contribution, scientific, see Performance 
Control, 226-227 

see also Autonomy, Influence 
Convergent tiiinkmg, 201 
Coordination in chief s group, effect on pay­

off from creative ability, 163-164 
measurement of, 183 
see also Coordination In department, Co­

ordination of situation 
Coordination In department, and performance 

of groups, 243 
and size of work groups, 243 
effect on relationships among group char­

acteristics, 243-244 
in univeitf ty-goverruTwnt-iiidustry labs, 

302 
measurement of, 300-302 
see also Coordination of situation, Coordi­

nation in chiefs group 
Coordination of situation, 214-239 

and autonomy, 216 
effect on relationship between autonomy 

and: 
competition between groups, 234 
desire for setf-actualtzation, 232-233 
frequency of communication with col­

leagues, 234 
involvement, 232-234 
motivation from own ideas, 232-233 
number of areas of specialization, 235-

236 
•umber of colleagues, 234 
number of decision-making sources, 235-

236 
number of R & D functions, 235-236 
effect on relationship between performance 

and: 
autonomy, 229-231 
competition between groups, 224-225 
competition between Individuals, 224-226 
desire for seff-actuabzabon, 220-222 
frequency of communication with col­

leagues, 222-223 
influence, 230-231 
involvement, 218-219 

Coordination of situation, effect on relation­
ship between performance and: moti­
vation from own ideas, 219-220 

number of areas of specialization, 225-
227 

number of close colleagues, 223-224 
number of R & D functions, 225-228 

measurement of, 215-217 
see also Coordination in chief s group. 

Coordination in department 
Creative ability, and performance, 157-170 

by communication, 168-171 
by coordination in chiefs group, 163-164 
by dedication, 165-168 
by influence, 164-166 
by involvement, 165-168 
by time in area, 158-161 
by time on project, 158-162 

definition of, 154-155 
measurement of, 156-157 

Creative tensions, 7 
Creative years, see Age 
Creativity, 154-173 

definition of, 154-155 
see also Creative ability 

Davis, R. C, 90 
Decision-making, see Number of decision­

making sources, Major source of 
weight in decisions 

Dedication, 80-88 
and desire for independence, 87-88 
and performance, 82-84 
effect on payoff from creative ability, 

165-168 
in various settings, 85-86 
measurement of, 81-82 
see also Involvement 

Departments, 297-302 
classification of, 3-4 

autonomy versus coordination, 300-302 
research versus development, 297-299 

definition of, 297 
number of members In, 297 

Depth, see Interest in breadth versus depth. 
Interest in probing deeply 

Desire for acceptable results (or Caution), 
and performance. 97-103 

by age, 209-211 
differences between various groups, 97-101 
measurement of, 97 
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Desire for independence, and dedication, 88 
measurement of, 88 

Desire versus provision, see Satisfaction 
Development, see Departments, classification 

of, Time spent on development 
Direction of motivation, and performance, 

94-99 
difference among various groups, 94-96 
measurement of, 91-94, 295 

Discrepancy between desires and provisions, 
see Satisfaction 

Dither, 141 
see also Diversity, Similarity 

Divergent thinking, 201 
Diversity, 54-79, 236 

see also Number of areas of specialization. 
Number of projects. Number of R & 
D functions. Time spent on develop­
ment. Time spent on research, Tune 
spent on research-admioistration-
teaching. Time spent on services. 
Working hours 

Education, and group age, 243-244 
Engineers in development labs, see Primary 

analysis groups 
Essential tension, 201 
Evan, W. M„ 152 n, 257 
Executives, weight of in decisions, and per­

formance, 22-27 

Farris, G. F., 114, 122 
Fiedler, F. E., 256 
Flexibility, 201-205 

and performance by age, 202-205 
measurement of, see Interest in breadth, 

Number of areas of specialization. 
Number of R & D functions 

Ford, L. R., Jr., 266-267 
Ford Program, 266-268 
Freedom, 8-34 

satisfaction with, and performance, by 
career levels, 135-138 

at different career levels, 132-135 
see also Autonomy, Coordination, Influ­

ence, Major source of weight in deci­
sions. Number of decision-making 
sources, Number of R & D functions 

Frequency of communication with chief, and 
group age, 247 

and performance of groups, by group age, 
253 

Frequency of communication with chief, 
effect on payroll from creative 
ability, 168-171 

measurement of, 168 
Frequency of communication with colleagues, 

and autonomy, by coordination, 234 
and group age, 246-247 
and number of colleagues in own group, 

41 
and number of colleagues outside own 

group but within organization, 41 
and performance of groups, by group age, 

253 
and performance of individuals, 36-38 

by coordination, 222-223 
by origin of colleague contacts, 45-47 
by preference for working with others, 

49-51 
by supervisory status, 43-45 
by time contacting colleagues, 48-49 

and time spent contacting colleagues, 38 
differences between primary analysis 

groups, 36-38 
effect on payoff from creative ability, 

168-171 
measurement of, 36, 168 

Cerard, R. W., 56 a 
GhiseUt, E. E., 218 
Claser, B., 91 n 
Gordon, G., 22, 32 
Cordon, W. J. J., 147 
Government setting, see Industry-govem-

ment-university setting 
Group age, 240-260 

and age of members, 243-244 
and cohesiveness, 246-248 
and competition between groups, 248-

250 
and competition with individuals, 248-

250 
and education of members, 243-244 
and frequency of communication with 

chief, 247 
and frequency of communication with 

colleagues, 246-247 
and group performance, separately in 

young and old groups, 244-246 
and interest in breadth, 251-252 
and interest in probing deeply, 251-252 
and secretiveness, 249-250 
and similarity to colleagues, 250-251 
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Croup age, and size of work groups, 243-244 
definition of, 243 
effect on relationship between group per­

formance and: 
cohesiveness, 253 
competition between groups, 255 
competition with individuals, 255 
frequency of contact with chief, 253 
frequency of contacting colleagues, 253 
intellectual tension index, 257-258 
interest in breadth, 257 
interest in breadth versus depth, 257 
interest in probing deeply, 257 
secretiveness, 255-256 
similarity to colleagues, 257 
time spent contacting colleagues, 253 
usefulness of chief as neutral sounding 

board, 253-254 
usefulness of chief for original ideas, 

253-254 
see also Age 

Group cohesiveness, see Cohesiveness 
Group performance, see Performance of 

groups 
Groups, identification of, 242 
Guilford, J. P.. 201 

Harmony between desires of individual and 
organization, see Satisfaction 

Hesitance to share ideas, see Secretiveness 
Houston, J. P., 162 

Identification with work, see Dedication 
Implications of results, 31-34, 51-53, 77-79, 

88-89, 107-111, 125-127, 138-139, 
151-153, 170-173. 196-199, 211-
213. 236-239, 259-260 

Importance of work, see Dedication 
Independence index, see Desire for inde­

pendence 
Index construction, 294-296 
Industry-govern ment-university setting, 

differences among, on: 
coordination in department, 302 
direction of motivation, 94-96 
involvement, 85-86 
sources of motivation, 97-101 
style of approach to work, 105-106 

effect on relationship between performance 
and: 

age, 183-187 
direction of motivation, 94-99 

Iridiistry-government-university setting, 
effect on relationship between per­
formance and: involvement, 85-86 

sources of motivation, 97-104 
style of approach to work, 105-109 

effect on relationship between age and: 
age at B.S.. 196 
motivation from own ideas, 188-190 
time between B.S. and Ph.D, 195-196 

ruling out effects of on performance, 6, 
270, 276-277 

Influence, and autonomy, 17 
and performance, by coordination, 230-231 
effect on payoff from creative ability, 164-

166 
effect on relationship between performance 

and number of decision-making 
sources, 17-21 

of primary analysis groups, 17 
measurement of, 17-18 

Initiative, 218 
Innovation, 201 

see also Creativity, Creative ability. Use­
fulness of chief for original ideas. Use­
fulness of self for orignal ideas 

Intellectual tension index, and performance 
of groups, by group age, 258 

measurement of, 257-258 
Interest in breadth, and group age, 251-252 

and performance of groups, by group age, 
257 

and performance of mdivkmals, 105-106 
by age, 203-204 

measurement of, 92 
mediating performance and autonomy, 

27-31 
see also Style of approach to work 

Interest in breadth versus depth 
and performance of groups, by group age, 

257 
see also Style of approach to work 

Interest in probing deeply, and group age, 
251-252 

and performance of groups, by group age, 
257 

and performance of individuals, 105-106 
by age, 207-208 

measurement of, 92 
see also Style of approach to work 

Interest in self-development, see Direction 
of motivation 

Interest in work, see Dedication 
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Involvement, and autonomy, by coordination, 
232-234 

and motivation from own ideas, 87-88 
and performance, 82-84 

by age, 191-192 
by coordination, 218-219 
by hidustry-go vernment-u ni versify 

setting, 85-86 
effect on payoff from creative ability, 

165-168 
level of in various settings, 85-86 
measurement of, 81-82 

Isolation, as source of motivation, 104 
see also Similarity to colleagues 

Komhauser, W., 91 n 
Kuhn, T. S., 201 

Laboratories included In study, 2 
Lehman, H. C, 174-175, 179, 181, 182 n, 

183, 197 
Level in organization, see Career levels, 

Supervisory status 
Lieberman, S., 181 
Likert, R„ 32, 227 n, 237 
Lippitt, V., 277 n 
Longenecker, E. D., 241 n 

Major sources of weight in decisions, and 
performance, 22-27 

measurement of, 23 
Mednick, M. T., 157 n 
Mednick, S. A., 157, 162 
Meltzer, L , 56, 181 
Merton, R., 91 n 
Morale, 80-81, 113 
Morton, J. A,, 32 n, 33 
Motivation from own ideas (SeW-reHance), 

and age, by Industry-gove mmeni-
university, 189-190 

and autonomy, by coordination, 232-233 
and dedication measures, 87-88 
and involvement, 87-88 
and performance, 98-104 

by age, 209-210 
by coordination, 219-220 

differences among various groups, 97 
measurement of, 97, 294-295 
mediating performance and age, 189-194 
see also Similarity to colleagues 

Motivation index, see Dedication 

Motivations, 90-111 
see also Direction of motivation, similarity 

to colleagues in. Sources of motivation, 
Style of approach to work 

Motive to avoid risks, 97, 209 
Multiple Classification Analysis Program, 

277 

Need for independence, see Sources of 
motivation 

Need for novelty, 162 
Neutral sounding board, see Usefulness of 

chief as neutral sounding board 
Non-Ph.D scientists, see Primary analysis 

groups 
Number of areas of specialization, and auton­

omy, by coordination, 235-236 
and performance, 60-63 

by age, 202-204 
by career levels, 73-75 
by coordination, 225-227 

measurement of, 60 
Number of colleagues In own group, and 

autonomy, by coordination, 234 
and frequency of contacting colleagues, 

41 
and number of colleagues outside own 

group but within organization, 39 
and performance, 39-41 

by coordination, 223-234 
by origin of colleague contacts, 45-47 
by preference for working with others, 

49-51 
by supervisory status, 43-45 
by time contacting colleagues, 48-49 

and time spent contacting colleagues, 41 
measurement of, 39 

Number of colleagues outside own group but 
within organization, and frequency of 
contacting colleagues, 41 

and number of colleagues in own group, 39 
and performance, 41-42 

by origin of colleague contacts, 45-47 
by preference for working with others, 

49-51 
by supervisory status, 43-45 
by time contacting colleagues, 48-49 

and time spent contacting colleagues, 41 
measurement of, 39 

Number of decision-making sources, and au­
tonomy, by coordination, 235-236 
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Number of decision-making sources, and 
performance, 11-17 

by coordination, 235 
by influence, 17-21 

measurement of, 10-11 
Number of projects, and performance, 76 
Number of R & D functions, and autonomy, 

by coordination, 235-236 
and performance, 65-69 

by age, 203-205 
by career levels, 73-75 
by coordination, 225-228 

measurement of, 63-65 
mediating performance and autonomy, 

30-31 

Oberg, W„ 182 
Optimum forms of colleague contact, 47-

49 
Optional allocation of time, 67-72 
Orientation toward science, see Direction of 

motivation 
Orientation toward status, see Direction of 

motivation 
Origin of colleague contacts, and perform­

ance, 43 
measurement of, 45 
mediating performance and communica­

tion with colleagues, 45-47 
Original ideas, see Usefulness of chief for orig­

inal ideas, Usefulness of self for orig­
inal ideas 

Originality, 154-155 
see also Creative ability. Usefulness of self 

for original ideas 
Over-all usefulness, see Performance 
Own ideas index, see Motivation from own 

ideas 
Own weight in goals, see Autonomy 

Papers, see Performance 
Patchen, M., 113n 
Patents, see Performance 
Payoff from creative ability, factors affecting, 

see Creative ability 
Performance of groups, adjustment of meas­

ures, 243-244, 282-283 
measurement of, 243. 282 
see also Group age 

Performance of individuals, adjustment of 
measures, 6, 275-282 

Performance of individuals, agreement 
among judges, 263 

Interpretation of, 281-282 
Interrelationships among measures, 284-

285 
measurement of, 5, 261-270, 271-274 
reliability of measures. 263, 272-273 
validity of measures, 272 
see also Performance of groups 

Ph.Ds In development labs, see Primary 
analysis groups 

Ph.Ds in research labs, see Primary analysis 
groups 

Practical implications, see Implications of 
results 

Practical problems as source of motivation, 
see Sources of motivation. Similarity 
to colleagues 

Preference for working alone, and perform­
ance, 41-43 

Preference for working with others, and per­
formance, 41-43 

mediating performance and communica­
tion with colleagues, 49-51 

Primary analysis groups, rJefinitioo of, 3-4 
differences among, on: 

autonomy, 9, 216 
average output at designated percent­

iles, 282 
congruence between personal and orga­

nizational interests, 115-116 
desire/provision of self-actualization, 

122-123 
desire/provision of status advancement, 

122-124 
direction of motivation, 94-96 
influence, 17 
involvement, 85-86 
sources of motivation, 97-101 
style of approach, 105-106 

differences in corrections among per­
formance scores, 284-285 

use in adjustment of scores, 270, 277, 281 
Professional orientation, see Direction of 

motivation 
Projects, see Number of projects 
Provisions versus desires, see Satisfaction 
Publications, see Performance 

R & D functions, see Number of R Ar D 
functions 
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Reliability of questionnaire data, 4 n, 291-
293 

Remote Associates Test, 156-157 
see also Creative ability 

Reports, unpublished, see Performance 
Research, see Departments, classification of. 

Time spent on research. Time spent on 
technical work-administration-teach­
ing 

Respondents, factors in classifying, 3 
number of, 2 

by questionnaire form, 290 
specialties of, 2 

Response rates to questionnaire, 290 
Rewards, 139 

and creativity, 173 
see also Satisfaction 

Risk taking, see Motive to avoid risks 
Roe, Anne, 156 

Salter, J., 56 n 
Satisfaction, 112-139 

definition of, 113, 120-122 
scoring systems, 127-128 
see also Autonomy, Congruence between 

Interests of individual and organiza­
tion, Self-actualization, Status ad­
vancement, Total desire for job factors, 
Total provision of job factors, Total 
satisfaction with job 

Science orientation, see Direction of motiva­
tion, Similarity to colleagues 

Scientific contribution, see Performance 
Secretiveness, and competition between 

groups, 250 n 
and competition between individuals, 250 n 
and group age, 249-250 
and performance of groups, by group age, 

255-256 
and performance of individuals, 255 n 
measurement of, 248 

Security, 208-211, 241-242 
and performance, by age, 209-211 

measurement of, see Desire for accept­
able results, Motivation from own 
ideas 

Self-actualization, desire for, provision of, and 
autonomy, by coordination, 232-233 

and performance, 124-127, 215 
by career levels, 135-138 
by coordination, 220-222 

Self-actualization, levels of in primary analy­
sis groups, 122-124 

by career level, 132-135 
measurement of, 122, 295 

Self-confidence, 208-211 
Self-development, see Direction of motivation 
Self-direction, see Motivation from own ideas 
Self-reliance, see Motivation from own ideas 
Selye, H., 204, 210 
Shepard, H. H„ 64, 91, 240, 244 
Similarity to colleagues, 140-153 

and group age, 250-252 
and performance of groups, by group age, 

257 
and performance of individuals, 143-

146 
by innovation, 146-149 

measurement of, 141-143, 251 
relationships among various similarity 

measures, 150, 152 n 
Similarity to main colleague, 150 

see also Similarity to colleagues 
Similarity to supervisor, 150 

see also Similarity to colleagues 
Size of work groups, and cohesiveness, 247 

and group age, 243-244 
effect on payoff from creative-ability, 170 

Solving immediate problems, see Style of 
approach to work 

Sonquist, J., 277 n 
Sources of motivation, and performance, 97-

104 
differences among various groups, 97 
measurement of, 97, 295 
see also Similarity to colleagues 

Specialization, see Interest in breadth. Interest 
in probing deeply 

Status advancement, desire for, provision of, 
and performance, 124-125 

by career levels, 135-138 
levels of, in primary analysis groups, 123-

124 
by career levels, 135 

measurement of, 122, 295 
see also Directions of motivation. Similar­

ity to colleagues 
Stein, M. I . , 91, 115 n, 125-127 
Stimulation from own ideas, see Motivation 

from own Ideas 
Style of approach to work, and performance, 

105-109 
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Style of approach to work, differences among 
various groups, 105 

measurement of. 105 
similarity to colleagues in, see Similarity to 

colleagues 
Summaries of results, 7, 31-34, 51-53, 71-72, 

77-79, 88-89, 104-107, 138-139, 
151-153, 170-173, 196-199, 211-
213, 236-239, 259-260 

Supervisor, as source of motivation, 97-104 
see also Similarity to colleagues 

effect of contact with, on payroll from crea­
tive ability, 168-169 

role of, in young and old groups, 254 
weight of in decisions, and performance, 

22-27 
see also Frequency of contact with chief. 

Time spent contacting chief, Use­
fulness of chief as neutral sounding 
board, Usefulness of chief for original 
Ideas 

Supervisory status, mediating performance 
and colleague communication, 43-45 

Tannenbaum, A. S., 32 n, 227 n 
Taylor, C. W„ 156 
Teaching, see Time spent on technical work-

administradon-teachi ng 
Technical strategy, similarity to colleagues In, 

see Similarity to colleagues 
Tenure, see Time in organization 
Time between B.S. and Ph.D, and age, by 

industry-govern men t-universiry, 195-
196 

Time in area of specialization, effect on pay­
off from creative ability, 158-161 

measurement of, 159 
typical amount of for various groups, 159 

Time in organization, tenure, and career 
levels, 288 

Time on project, and performance, by age, 
205-207 

effect on payoff from creative ability, 158-
161 

measurement of, 161 
Time spent contacting chief, and perform­

ance of groups, by group age, 253 
measurement of, 246 

Time spent contacting colleagues, and fre­
quency of contacting colleagues, 37-
38 

Time spent contacting colleagues, and num­
ber of colleagues in own group, 41 

and number of colleagues outside own 
group but within organization, 41 

and performance of groups, by group age, 
253 

and performance of individuals, 38-39 
by origin of colleague contacts, 45-

47 
by preference for working with others, 

49-51 
by supervisory status, 43-45 

measurement of, 38 
Tune spent on development, and perform­

ance, 69-75 
measurement of, 63-64 

Time spent on research, and performance, 
67-69 

measurement of, 63-64 
Time spent on technical services, and per­

formance, 70-71 
measurement of, 63-64 

Time spent on technical work-administration-
teaching, and performance, 55-59 

measurement of, 55 
Torrance, E. P., 242 n 
Total desire for job factors, and performance, 

131 
and total provision of job factors, 131 
measurement of, 131 

Total provision of job factors, and perform­
ance, 131-132 

and total desire for job factors, 131 
measurement of, 131 

Total satisfaction with job, and performance, 
129-131 

at various career levels, 135 
measurement of, 129 

Tradition, 201 

Uncertainty, 141, 241-242 
University setting, see lndustry-govemment-

university setting 
Unpublished reports, see Performance 
Usefulness of chief as neutral sounding board, 

and performance of groups, by group 
age, 253-254 

measurement of, 254 
Usefulness of chief for original ideas, and 

performance of groups, by group age, 
253-254 
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Usefulness of chief for original ideas, meas­
urement of, 254 

Usefulness of self for original ideas, effect on 
relationship between performance 
and similarity to colleagues, 146-147 

Usefulness to laboratory, see Performance 

Weaver. W., 141 a 
Weight in decisions, see Major source of 

weight in decisions. Number of de­
cision-making sources. Autonomy 

Wells, W. P., 240 
Wisdom, 201, 205-208 

and performance by age, 205-207 
measurement of, see Interest in probing 

deeply, Time on project 
Working hours, and performance, 77 

Yates, F., 280 
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P R O B L E M S O L V E R S 
VS. D E C I S I O N MAKERS 
Donald C. Pelz 

MOST though t fu l managers of R & D laboratories have solid convictions 
about the goals of the organization they run , but they are less certain 
about how to motivate their technical men toward these goals: I f you 
insist that your staff tackle only the problems you see as essential to the 
organization, you may squelch their enthusiasm—maybe even lose them 
to competitors; but i f you allow them.undue leeway to pursue their own 
leads, they may go of f on irrelevant tangents. 

I ' d like to pu t f o r w a r d some ideas on how something as seemingly 
simple as the climate of communication among researchers can motivate 
them to undertake the r ight problems and solve them effectively. 

M y t h i n k i n g is par t ly data-based, part ly buttressed by the ideas of 
others on the nature of creative people, and partly the result of specula­
t ion based on my o w n experience w i t h and observation of such men. 
I ' m hoping that you ' l l react to these ideas, for the ul t imate test of their 
va l id i ty is how they sit w i t h men who manage R & D day i n and day out. 
T o this end, there's a feedback mechanism discussed at the conclusion 
of my remarks. I hope you w i l l take advantage of i t . 

Inasmuch as the argument is a bi t complex, I ' d like to preface 
i t w i t h a f e w words about the structure of what is to fo l low. 

First, I shall review two broad concepts labeled "security" and "chal­
lenge," wh ich have proved useful to me in understanding a number 

Reprinted by permission of the publisher from Managing Advancing Technology, 
Vol. 2, © 1972 by American Management Association, Inc. This article originally 
appeared as "Problem Solvers Versus Decision Makers" in Innovation, January 1970, 
© 1970 by Technology Communication, Inc., and has subsequently been included in 
Organizing the Organization for Better R & D, An AMA Management Briefing, © 1975 
by AMACOM, a Division of American Management Associations. 

321 



322 SCIENTISTS IN ORGANIZATIONS 

of seemingly contradictory findings f r o m a study that my colleague, Frank 
Andrews, and I d id a few years ago on eleven R & D organizations. 
Second, I w o u l d l ike to compare these concepts w i t h some that other 
writers have used—particularly the notion of communicat ion "bonds" 
and "barriers." I n the t h i r d section I shall explore fu r the r the question 
of how both challenge and security, as well as communicat ion bonds 
and barriers, are l inked in the problem-solving process. 

Moreover, I shall pu t f o rwa rd some principles by wh ich work ing 
managers might shape the communicat ion climate i n their laboratories 
so as to affect their basic components and thus get their researchers 
to become better problem solvers. 

L E T me begin w i t h the matter of autonomy among researchers. M o r e 
than three decades ago the distinguished head of research at Eastman 
Kodak, C. E. K . Mees, wro te : "The best person to decide what research 
work shall be done is the man who is doing the research, and the next 
best person is the head of the department, who knows al l about the 
subject and the w o r k ; af ter that you leave the field of the best people 
and start on increasingly worse groups, the first of these being the re­
search director, who is probably wrong more than half the t ime ; then 
a committee, which is wrong most of the t ime; and, finally, a committee 
of vice-presidents, which is wrong al l the time." 

Th i s view is widely shared among scientists. Autonomy or self-direc­
t ion is fe l t to be an essential condi t ion for scientific achievement—perhaps 
the most essential one. A close second, of course, is resources. When 
my colleague and I began our research on scientific organizations, w i t h 
the Na t iona l Institutes of Heal th being the first, we asked laboratory 
directors how they managed research. They were likely to answer: " A l l 
you can do is find a good man, give h im the facilities he needs, and 
leave h i m alone." 

Hence when we undertook the comparative study of eleven industrial , 
government, and university laboratories, we asked several questions about 
freedom and autonomy. I n one question, for example, we asked the 
ind iv idua l researcher to estimate how strong a voice various people had 
in deciding his technical assignments: W h a t percentage of the total 
weight was exerted by himself, his immediate chief, his colleagues, re­
search directors, nontechnical executives, and outside sponsors? 

T h e more weight a man claimed fo r himself, and the less fo r other 
people, the more he was likely to regard himself as autonomous or free. 
We then plotted this measure of autonomy against several criteria of 
performance—such as the judgment of technical colleagues, and the 
number o f recent publications, patents, or unpublished reports. 
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U p o n examin ing our data, we found ( w i t h an important exception) 
the expected t r e n d : As autonomy increased to a high level, performance 
also increased. But only among scientists and engineers wi thout a doctoral 
degree. A m o n g men w i t h a doctoral degree, we found a surprise: Per­
formance increased w i t h autonomy up to the point where half the weight 
was exerted by the man himself; af ter that, when he felt largely or 
whol ly autonomous, his performance dropped to mediocre. 

These results were puzzling. W h y should non-Ph.D.s perform better 
when they h a d considerable autonomy, but not Ph.D.s? We proceeded 
to d ig fur ther . We ascertained how many decision-making sources exerted 
at least a slight weight on the man's assignments. Was this choice concen­
trated in one or two sources? Three? More? Wha t we observed was 
unexpected: As more decision-making sources were involved, perfor­
mance of the Ph.D.s also rose. 

I f Mees was r ight in his skepticism about research directors and 
vice-presidents, how could we account for the f inding that scientists 
who allowed these gentlemen some voice i n selecting their problems 
were more effective by scientific standards? 

O u r research results contained other puzzles. The conditions that 
accompanied achievement often appeared contradictory. I n searching 
for a f r amework to accommodate these inconsistencies, I was led to 
the idea of "creative tensions" in the research and development c l i ­
mate—the idea that a sense of security and a sense of challenge can 
combine to spur a scientist to creative problem solving. I n the paragraphs 
that fo l low, I shall outline just enough of this concept to advance my 
hypothesis concerning communication among researchers. 

I N looking over our research data, i t became apparent that technical 
achievement was high under several conditions in the laboratory wh ich 
served to protect the individual researcher f r o m the demands of the 
environment, or wh ich promoted continuity or stability. T o designate 
any such protect ing condit ion, I used the term "security." 

Personal autonomy is such a source of protection, and there are 
many others. Possession of a doctoral degree, for example, makes i t easier 
to say no to a department head. Evidence of this in our study showed 
up in the fact that Ph.D.s were less often reorganized into new groups. 
Length of t ime in the same group, or length of time on the same project, 
can also provide security. Among the younger scientists and engineers 
in our sample, performance was positively correlated w i t h length of t ime 
on one's ma in project. Longevity on a group or a project enables one 
to bu i ld u p specialized knowledge, and the specialist is better able to 
resist a disrupt ing assignment outside his specialty. 
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Perhaps the most important source of security, in the sense in which 
I ' m using i t , is self-confidence or self-esteem. The better performers in 
our sample preferred to rely on their own ideas. O f course, it's debatable 
whether achievement generates confidence or whether confidence stimu­
lates achievement ( I shall come back to this matter of causality later 
o n ) . But i n either case, i t is undeniable that a self-assured person is 
better able to ignore disrupting demands. 

N o w in examining our data fu r ther fo r conditions under which tech­
nical achievement proved high, we found several which appeared to 
be the opposite of security—conditions which served to expose the indi ­
vidual to demands of the environment, or to disrupt his ongoing patterns. 
As a general label for conditions like these I used the term "challenge." 

One example is the involvement of several other people in selecting 
assignments. Here, the technical man is exposed to other people's ideas 
or criticisms. Challenge can arise f r o m facing an unfami l ia r problem, 
f r o m encountering approaches di f ferent f r o m his own, f r o m having flaws 
in his solution pointed out. 

Diversi ty of act ivi ty can provide challenge. O u r data showed that 
the most effective scientists and engineers, both in research and in devel­
opment labs, were not those who concentrated on research only or on 
development projects only, but those who d id some of each. Nor d id 
these same high performers concentrate whol ly on technical activity as 
such. Rather, they spent up to one-quarter of their time on administra­
tion or teaching. 

Challenge can also arise f rom dissimilarity among or disagreement 
wi th colleagues. I n older groups, whose members had been together 
several years, the more effective groups were those in wh ich the men 
differed i n their technical approach to problems and engaged in intellec­
tual dispute. 

I N pondering this evidence of achievement flourishing under conditions 
that seemed antithetical , I began to wonder whether beneath the ap­
parent disorder there might lie a more basic order. D i d achievement 
flourish not in spite of the contradictions but because of them? Was 
problem solving stimulated by a "creative tension" between some condi­
tions that gave security and others that provided challenge? Le t us see 
how this migh t be so. 

Consider the case of independence versus interaction. A dominant 
trait of first-rate scientists is their self-reliance, their insistence on their 
own ideas, f a i th in their own judgment . T o measure the strength of 
this t rai t among our sample. Andrews and I constructed an index of 
"mot iva t ion f r o m one's own ideas," using items f r o m our questionnaire 
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i n which the scientist reported a stimulus f rom his own previous work 
and his own curiosity. 

I t turned out that our high performers were strongly motivated by 
their own ideas, by st imulat ion f r o m wi th in . But at the same time they 
did not avoid st imulation f r o m without . They interacted more vigorously 
w i t h colleagues than d id less effective scientists. The same trend has 
been noted by other investigators. T o m Allen at M . I . T . and Schilling 
and Bernard at George Washington University observed, i n industrial 
and government labs, a positive relationship between the performance 
of engineers and scientists and the extent of their communicat ion w i t h 
other members of the organization. Effective performers, i n short, seem 
to be men open to both internal and external st imuli . 

Are the two types of s t imuli incompatible? Not logically, of course, 
but psychologically each tends to weaken the other. We know f r o m 
everyday experience something that psychological experiments have veri­
fied—that i n the face of social consensus i t is d i f f i cu l t to maintain one's 
independence. Ye t creative scientists are able to do this and to flourish. 

Herbert Shephard, a management consultant wise in the ways of 
R & D people, has borrowed a term f r o m personality theory to shed fu r ­
ther l ight on this phenomenon. Tbe creative man , he says, must be 
able to act alone, to compete or rebel, when that is what the task requires. 
But he must also possess what O . J. Harvey and his colleagues at the 
Universi ty of Colorado call "autonomous interdependence." T h a t is, the 
creative m a n must also be able to depend on others and to j o i n w i t h 
them i n in t imate teamwork, when that is what the task requires. 

I N T E R E S T I N G L Y , one can find this same dissonant blend i n the worlds 
of letters and of common sense. Take Emerson's essay on self-reliance, 
fo r example, i n wh ich he used "the w o r l d " to mean one's social mi l i eu : 
" I t is easy in the wor ld to live after the world's opin ion; i t is easy 
i n solitude to live af ter our o w n ; but the great man is he who in the 
midst of the crowd keeps w i t h perfect sweetness the independence of 
solitude." For Emerson's "great man" substitute "creative scientist," and 
you have the tension between independence and interaction. 

O r take the commonly held adage that necessity is the mother of 
invent ion. There is certainly some pertinence here, i f "necessity" is taken 
to mean not merely adversity but rather the perception of a problem, 
coupled w i t h the belief that a solution can be found. I n fact, awareness 
of a problem is among the most essential forms of challenge. I t sounds 
commonplace to say that problem solving requires that a problem be 
perceived, but the point is easily missed by many who proclaim the 
virtues of idle curiosity and serendipity. 
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Necessity, then, is a f o r m of challenge which can spur invent ion. 
But invention in my conceptual f ramework has more than one parent. 
Necessity is better called the father of invention. Challenge i n my view 
is a masculine at tr ibute. The mother of invention is, rather, security. 
When the masculine and feminine components are joined, the creative 
tension between them can give b i r t h to technical achievement. 

I n concluding this part of my discussion, I should like to make more 
explicit two features of this creative tension concept. First, I do not con­
sider the opt imal climate to lie ha l fway between extremes—-at some com­
promise between security and challenge. Rather, the creative scientist 
needs a lot of both. He should be exposed to disrupting demands f r o m 
his organizational environment, and at the same time have the means 
to filter these demands. 

Very broadly, my m a j o r hypothesis is that for creative problem solving 
to occur there must coexist conditions both of strong security and of 
strong challenge. But coexistence need not mean strict s imultaneity; 
the two conditions can occur i n succession—periods of intense exposure 
followed by periods of wi thdrawal , w i t h the cycle periodically repeated. 

A second hypothesis is a plausible corollary; namely, that the intensity 
of the two components must be in balance. The stronger the security, 
the stronger must be the challenge i f creativity is to flourish. Otherwise 
the ind iv idua l or the group w i l l stagnate. O n the other side, i f security 
is weak then challenge must also be m i l d ; too much challenge i n this 
case w i l l arouse anxiety and r igidi ty . 

Some hints of this corollary appeared in our data. Among men of 
lower status in the organization, or among those who felt they lacked 
influence—that is, men low in securi ty—maximum performance occurred 
when their assignments were affected by relatively few other people. 

A t the other extreme—that of h igh security—we pressed the question 
of why scientists w i t h m a x i m u m autonomy were only average performers. 
One clue emerged f r o m our measurements on the tightness or looseness 
of coordination w i t h i n the department where such men resided. N o w 
a loose organization does not make demands on its members. We found 
that when scientists were both autonomous and in loose departments, 
they wi thd rew f r o m contact w i t h colleagues, and they specialized i n 
narrow areas. They were even less involved in their work! I n short, 
they minimized their challenge. 

Bu t—and here's the po in t—i t was precisely under these conditions 
of high security (as defined by looseness of coordination) that challenge 
was shown to be most essential. We found performance to be most 
strongly correlated w i t h s t imulat ion f r o m the man's environment. I t 
would seem, therefore, that a nondemanding organization permits an 
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autonomous member to wi thdraw into an ivory tower of max imum se­
curi ty and m i n i m u m challenge, where he can grow comfortably stale. 

A l i t t le whi le ago I said I would take up the question of causal sequence, 
and r ight here is where it should be examined: I f we do observe that 
creative performance is strong in the presence of both security and chal­
lenge, how is this association to be interpreted? 

One v iew is that the individual creates his own conditions. A n out­
standing scientist can insist on autonomy and stability, and he thereby 
generates his own security. His achievements can also attract attention 
f r o m colleagues and top management; who then become eager to seek 
his help; thus he generates challenge. 

But wha t about the reverse sequence? Can the right combination 
of externally generated security and challenge stimulate a technical man 
to per form above his natural level of competence? 

M a n y technical readers w i l l subscribe to the first sequence since i t 
happens a l l the time. I t is consistent, too, w i t h Mees's view quoted 
earlier, or w i t h the philosophy that all a lab director can do is to recruit 
good men, give them facilities, and leave them alone. Imp l i c i t in this 
viewpoint is the conviction that you can smother a good man w i t h rejec­
t ion, or starve h i m w i t h poor equipment, but you can do nothing to 
boost his achievement beyond certain natural limits of his competence 
or t ra in ing. 

But I believe that the second sequence can also work. Or , to change 
the slant slightly, I favor a circular or feedback interpretation of creative 
performance in which both sequences operate: achievement engenders 
conditions which, in turn, stimulate achievement. But, most important , 
I would argue that the cycle need not start only w i t h the individual 
and his given abilities. A research manager can, I believe, promote condi­
tions wh ich w i l l help a man to achieve, and can thus cause the circular 
process to operate more intensely. 

A s a prelude to constructing a model of how such a circular process 
migh t work , I want to draw upon the th inking of Jack A. M o r t o n , 
vice-president of Bell Telephone Laboratories. As you w i l l see, his notion 
of communicat ion "bonds" and "barriers" ties i n rather nicely w i t h the 
ideas about creative tensions between security and challenge that I have 
been discussing. 

The focus of my own studies, as discussed thus far, has been on 
the ind iv idua l and his interactions w i t h other individuals and groups. 
M o r t o n looks rather at the departments wi th in a research and develop­
ment structure and their relation to each other and w i t h the rest of 
the company. His approach is that of the systems engineer, and his 
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analogy is an electronic device or system in which "the t h ing being pro­
cessed is in fo rmat ion . . . that goes f r o m one person to another. . . . 
Just as in an electronic circuit , you use insulators, conductors, semicon­
ductors to bui ld barriers and bonds to the f low of electrical i n fo rma t ion . " 
He argues that both barriers and bonds are needed to keep the total 
R & D system productive. 

N o w an in format ion or communicat ion barrier is intended to buffer 
the individual f r o m outside s t imul i ; hence the parallel w i t h security. 
A communicat ion bond, of course, ensures exposure to outside s t imu l i ; 
hence the parallel w i t h challenge. 

M o r t o n defines two kinds of bonds and barriers. One k i n d he calls 
"organizational," meaning linkages or separations created by lines of 
authori ty and responsibility in the organizational structure. T h e second 
k ind of bond or barrier is "spatial," arising f r o m physical closeness or 
separation. 

I n f o r m a t i o n must be transmitted between basic and applied research, 
between applied research and design development, between design and 
manufactur ing. The people i n each must be able to understand the 
others, and be able to work together i f the total organization is to operate. 
Yet i f the design or engineering groups can dictate to the research groups, 
this w i l l stifle the latter's freedom. H o w do you accomplish the first 
but avoid the second? 

The answer adopted by Bell Labs is not total separation. I f you 
separate the groups physically as well as organizationally, there w i l l be 
too great a barrier to the fo rwa rd flow of new knowledge and designs' 
and to the feedback flow of evaluation. Says M o r t o n , " N o w we know 
we should never have a space barrier and an organizational barrier 
on top of one another. We use organizational and spatial links i n comple­
mentary relations—wherever we have a space barrier we also have an 
organizational bond, and vice versa." 

A nice example of the same philosophy was given not too long ago 
by Jack Goldman, then head of the Ford Scientific Laboratory and 
now i n charge of R & D at Xerox. Ford M o t o r Co. had acquired the 
Philco Corporat ion, and the Scientific Laboratory wanted to establish 
a basic research group in electronics. T h e Scientific Lab was in Detroi t , 
Philco i n Ca l i fo rn ia . Goldman created a group of basic researchers, wh ich 
he made organizationally responsible to himself. But he located the group 
physically at Philco's Cal i forn ia plant, so that contact between research 
and engineering could stimulate discovery. Between them, that is, he 
placed an organizational barrier but a spatial bond. 

T H E R E is an obvious parallel between this strategy of Morton 's (and 
Goldman's) and my central hypothesis—that conditions of challenge 
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and security should be complementary and balanced for creative achieve­
ment to occur. W i t h this parallel in mind , 1 want to move on now 
to the c i rcular mechanism I spoke of earlier when talking about the 
matter of causality. T h r o u g h what sequence of events does a combination 
of security and challenge lead to creative achievement, and how does 
achievement in tu rn strengthen security and challenge? Further, what 
kinds of communications climates w i l l enhance or inh ib i t these reciprocal 
processes? 

I f the several causal linkages can be clarified, I believe we can find 
ways to m o d i f y the climate of communication—the mix of barriers and 
bonds. T o this end, I ' m going to outline a model of the problem-solving 
process, incorporat ing as I go the notions of security and challenge. 
Then I shall focus on what seem to be the crit ical linkages between 
events i n the hypothesized network, points at which managers might 
effectively intervene. T h e manner of the intervention w i l l be suggested 
by addi t ional findings f r o m our study of R & D organizations. Final ly , 
I shall comment on aspects of the climate i n which this intervention 
wou ld take place, again drawing upon research data where i t is he lp fu l . 

As the adjacent diagram suggests, there are two main components 
i n this model of the problem-solving process: the qualities of the i n d i ­
v idual problem solver ( le f t half of the d i ag ram) , and the technical en­
v i ronment in wh ich he works (r ight h a l f ) . Let's start w i t h the first 
of these components. 

There are really fou r key qualities of the individual himself, but 
the three shown at the f a r lef t group logically together. T h e first of 
these is simply competence, arising f r o m the man's intellectual ability 
and f r o m his t ra in ing and experience. A second is selj-confidence, which 
sometimes appears as dominance or even arrogance, and is widely found 
in assessments of creative individuals. A th i rd characteristic I have 
labeled curiosity. Th i s may appear i n several forms, such as zest for 
new experience, or enjoyment of puzzles. 

A l i t t l e apart f r o m these three qualities I have placed the fou r th— i n ­
volvement—the capacity to become absorbed in the problem-solving ac­
t iv i ty . I n our study, the more effective scientists i n all settings were 
deeply involved i n their work. I 've located this quali ty midway between 
personal qualities on the le f t and the technical environment on the r ight 
because i t depends part ly on a personal capacity for enthusiasm, and 
part ly on the nature of the work itself. 

S O M E o f these personal qualities reinforce others, as the arrows suggest. 
Competence usually increases self-confidence, wh ich in t u r n sustains 
curiosity—especially when one is probing into unfami l ia r territory. T h e 
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combination of self-confidence {a security factor) and curiosity (a chal­

lenge factor) w i l l heighten involvement. 

T h e connection between competence and curiosity is less clear. O n 

the one hand, you have to know something about a field to realize 

where its puzzles lie. But i f you know a great deal you w i l l take much 

Model of the Problem-Solving Process 

The model of how problems get so lved Is a complex Interaction between qua l i ­
t ies of the researcher himself {at left) and c h a r a c t e r i s t i c s of the environment 
In which he works (at right). Many of these qual i t ies and c h a r a c t e r i s t i c s can 
be interpreted, as explained In the text. In terms of " s e c u r i t y " for the 
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for granted, and curiosity is inhibited. Th i s is why the arrow between 
them is marked T o emphasize the point, I cite the comment of 
a physics professor renowned for his g i f t f o r turning out Ph.D. aspirants, 
many of w h o m went on to high achievement: " M y method? I spend 
as much t ime ta lk ing about what the f ield doesn't know as about what 
i t does." 

Each o f these four personal characteristics is essential to problem solv­
ing. The absence of any one can block the efTect of the others. The roles 
of competence and curiosity are obvious; they are necessary, but by 
themselves not sufficient. Involvement serves to keep the mind absorbed 
and the energy flowing, for problem-solving is tough work. 

The role of self-confidence is less appreciated than that of the other 
three qualities. Problem solving is a hazardous enterprise, beset w i t h frus­
trat ion, fa i lure , and hostility. Creativity can be threatening to an orga­
nization, w h i c h of ten tends to react by suppressing i t . So it can take 
enormous confidence in one's own ideas, sustained over years sometimes, 
before one is able to prove them out and w i n acceptance. 

The next step i n the model network is technical achievement—attack­
ing and solving significant problems. As the arrows indicate, a l l the 
personal qualities contribute here, and you must also have adequate 
resources i n the f o r m of equipment and assistants. (There are other i n ­
puts, of course, wh ich I have not tried to picture.) 

Achievement is likely to trigger fol low-on events, provided that the 
achievement becomes known through some f o r m of reporting or vis ibi l ­
i ty—a most impor tant step, whether i t be done by publication, seminar, 
personal dialog, or whatever. 

Hope fu l l y , there follows recognition—and I mean this in the basic 
sense of awareness and appreciation rather than monetary reward. One 
preferably gains recognition not only f r o m one's immediate colleagues 
or boss, but also f r o m executives at higher levels, and perhaps f r o m 
the lay publ ic . Whatever the source, recognition acts as a security factor, 
of course. 

As the individual 's work becomes known, other people begin to 
exchange ideas w i t h h i m , perhaps to seek his help on their problems. 
These contacts lead to another step in the network by increasing his 
exposure to new problems, to other areas of inquiry. These are all a 
natural source of challenge. 

W i t h the basic elements of the model in place, the feedback loops 
can now be completed: Achievement means more experience, and this 
directly increases competence. Recognition reinforces self-confidence; ex­
posure to new problems nourishes curiosity; and both of them strengthen 



332 S C I E N T I S T S rN O R G A N I Z A T I O N S 

involvement Achievement also gains the problem solver access to addi­
tional resources. 

Sustained by heightened self-assurance, intrigued by bigger problems, 
armed with added knowledge and resources, the individual is able to 
accept tasks of increased difficulty and risk. And thus the conditions 
are set for further achievement in the next cycle. 

Now I want to examine some of the points in this model where the 
manager can intervene to good effect, for I believe the R&D manager 
can do far more than simply provide assignments and resources and 
then wait for the man's personal qualities to produce results. 

One of the manager's essential functions, it seems to me, is to prod 
the younger technical man into early achievement, and then to push 
its visibility and recognition. Too often this function is obstructed by 
typical company practice: When a new man is hired, he is assigned 
to first one department, then another, and another—all this to give 
him a well-rounded picture, to diversify his interests. 

But the younger man is more in need of a solid foundation of success. 
We found in our study that among scientists and engineers under 30 
years of age, performance was strongly correlated with having worked 
on his main project for one or two years. Of course, the area in which 
the young man focuses should be compatible with his interests. But he 
should be urged to focus soon on a task that is challenging but within 
his reach, and to stay with it. His manager should give him every as­
sistance in producing a creditable outcome, and should see that the 
outcome is publicized. 

Behind all this is the fact that confidence in your own ideas is a 
fundamental security factor. A dominant personality helps, to be sure, 
but even more helpful is achievement you can claim as your own. That's 
why the research manager should see to it that, at least once or twice 
a year, each man generates a product or part of a product—whether 
a publication, a technical report, a patent application, a design—which 
he helped create, and which bears his name. 

I have said that achievement is likely to increase exposure to new 
problems, which in turn will stimulate curiosity. These feedback loops 
offer excellent opportunities for managerial intervention. Let me take 
a couple of examples. 

In listening to laboratory administrators recount successful develop­
ments, one hears many anecdotes in which the manager brought together 
a research man and.some applications people to talk about a problem 
on the applications front. At first the research man could see no relevance 
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to his own endeavors. As they talked, he became aware of possible 
connections, and saw exciting possibilities of translating the practical 
problem into a form which his theory could attack. Often, in the transla­
tion process, questions would arise for which the theoretical background 
provided no answer, and the researcher was stimulated to devise one. 
This is a common enough tale, when you think back on your own 
experience. But how often are such confrontations deliberately set up 
so as to speed up the feedback loops? Not often enough I suspect. 

M Y second suggestion for intervention arises from an important find­
ing from our research study. We wanted to find out how the performance 
of a scientist or an engineer related to the amount of time he spent, 
by his own estimate, on strictly technical activity as against administration 
or teaching. As you might expect, the more time spent on research or 
development work, the higher the performance—but only up to a point. 

I t turned out that the men who spent about three-quarters of their 
time on technical matters and one-quarter on teaching were more effec­
tive technically than those who spent fu l l time at the bench. This result 
makes sense, since students provide challenge by forcing the teacher 
to test and expand his ideas. But we were surprised to find that technical 
men who spend about one-quarter of their time in administration were 
also more effective technically than full-time researchers. Why? 

I t could be simply because the best men are given administrative 
assignments, but I think we must also consider the possibility that some 
forms of administrative activity can serve as a challenge to technical 
creativity. 

For example, serving on a department-wide committee (whatever 
its ultimate effectiveness) can bring a man into contact with others 
he might not ordinarily encounter. I t can help to build communication 
bonds where spatial and organizational bridges are lacking. Now such 
committee assignments normally go to the senior staff. But what if a 
deliberate effort were made to involve junior men as well? What if 
each technical man, new as well as old, were involved in some sort 
of cross-organizational administrative activity a few times a year? I argue 
that technical performance would improve, rather as our study data 
indicated. 

As you think about my rough model of the problem-solving process, 
and check it out against your own experience, I am sure you will see 
other specific points of effective managerial intervention. Rather than 
pursue such specific actions further, I should like to examine briefly 
several aspects of the general climate for communication over which 
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managers have control, and to suggest some attitudes which may lead 
to more creative achievement. 

The first aspect arises from the question of just who should decide 
what tasks the researcher should undertake. Our study data suggest that 
multiple involvement is needed in such derision making. When the chief 
alone had the main voice in determining a man's assignments, perfor­
mance was lower than under any other condition. By contrast, in develop­
ment-oriented labs, weight shared jointly by the investigator and his 
chief was a favorable condition, while in research-oriented labs joint 
weight shared between the man and his colleagues proved favorable. 

Now what this says to me, in terms of the communication climate 
in the lab, is that the smart manager will assure that multiple channels 
exist for spreading news of the individual's work and for recognizing his 
achievements. Not one man but several must know what he is doing— 
including people outside his own section, and those at higher levels. 
Then, whenever the investigator allows other people to have a voice 
in deciding his assignments, he is also letting them appreciate his achieve­
ments. This provides security as well as challenge. 

Connected with this aspect of multiple channels for communication 
is the matter of the personal interaction that takes place through them. 
Effective technical men, we know, communicate often with many other 
people in a variety of roles. What creative functions are served by fre­
quent and diverse communication? 

I have already suggested that communication not only provides chal­
lenge in the form of unsolved problems, but also security in the form 
of recognition for accomplishment. Glancing once more at the model 
diagram, it's clear that interaction can also stimulate curiosity, and can 
build self-confidence. 

Another major function is assuring relevance. Does the technical 
man attack problems that are central or peripheral to the organization's 
concerns, or to the discipline's state of knowledge? Communication with 
superiors helps to assure organizational relevance; communication with 
colleagues solidifies scientific relevance. 

Creative thinking is said to occur when previously known but unasso-
ciated elements are brought together in combinations that are both novel 
and useful. I f so, interaction among persons with different approaches 
can provide a diversity of inputs and thus help creative problem solving. 

And lastly, we saw from the model that achievement depends in 
part on the personal quality of involvement. Is the technical man gripped 
by what he is doing? Or is it just a job, one of several interests? En­
thusiasm is contagious. I f supervisors or colleagues are interested in what 
you are doing, and express this interest, your own involvement is height-
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ened. Thus the strengthening of motivation is an important function 
of interaction. 

EARLIER I suggested that challenge can be provided by dissimilarity be­
tween the researcher and his colleagues, and by disagreement on technical 
strategies. How much conflict, and of what type, is desirable? How much 
is harmony needed for creative problem solving? 

The ultimate answer may depend on where we focus on the con­
tinuum f rom the generation of a new idea to its final incorporation 
in a changed technology. When the necessity is to originate or to invent, 
perhaps more disagreement is needed and more disharmony can be toler­
ated. When the task is rather to execute designs already agreed upon, 
the tolerance is lower, and disagreement can become disruptive. 

I t is important to distinguish between two forms of disagreement— 
technical and personal. Our study data suggest that intellectual disagree­
ment and conflict can facilitate problem solving. On the other hand, 
personal conflict or hostility probably inhibits it. Hostility will usually 
block the channels of communication—by preventing people from talking 
together who should be talking, or preventing them from saying what 
they should be saying. 

When we examined groups of researchers who had performed well 
together over a considerable period, we found that they attached great 
value to intellectual disagreement (a challenge factor) in conjunction 
with personal agreement or attraction (a security factor). Such groups 
remained effective i f , on the one hand, they maintained social cohe­
sion—if the members valued one another and voluntarily sought contact 
with each other. On the other hand, group effectiveness continued if 
the members maintained different technical strategies, and (surprisingly) 
were somewhat hesitant to share their technical ideas freely with col­
leagues. They seemed to be intellectually wary of each other—respectful 
but argumentative. Here again is a creative tension between security 
and challenge. 

Critical evaluation of a proposed solution to a knotty technical prob­
lem is essential at some point, but how can it occur without blocking 
communication? M y own view is that if an atmosphere of trust and 
confidence can be generated, a high level of intellectual conflict can 
be tolerated without damage to the communication channels. 

Precisely how this can be accomplished is a subject in itself. Neverthe­
less, we can certainly say that having the right leader plays a big part—a 
leader who believes in what John Stuart M i l l called the "morality of 
public discussion." 

There is great potential, too, in the introduction of sensitivity training 
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into more R&D organizations. I f it's done carefully, one can gain val­
uable insights from an open discussion of how one's actions affect other 
people, and how others in turn affect him. Ultimately, as interactive skill 
is increased, and along with it one's security in communicating with 
others, the prevailing trust among members of the organization will rise. 
And as this occurs, greater intellectual conflict can be permitted. 

But whatever the wellsprings of a more trustful climate, i t seems 
to me that the end objective should always be to nurture Emerson's 
great man "who in the midst of the crowd keeps with perfect sweetness 
the independence of solitude." Among such men, I am sure, are to 
be found the creative problem solvers of this world. 



C R E A T I V E PROCESS 
Frank M. Andrews 

An Orientation to the Creative Process 

O N E CAN DIFFERENTIATE between a person's creative ability and the innova-
tiveness of his output. 1 

The first is a quality of the person—different from, but analogous to, 
intelligence. Mednick (1962) has proposed that the creative process involves 
bringing together ideas which are not usually associated with one another 
—that is, making "remote associations." "Creative ability" is this capacity 
for making remote associations which are useful. 

Creativity ability is assumed to be reasonably stable for any individual 
over a 5-10 year period, though i t may show short-run fluctuations—per­
haps related to factors such as fatigue, motivation, depression, or colleague 
stimulation. Whi le one can imagine that differences among individuals in 
their creative ability might be related to early learning experiences and/or 
physiological factors, these are not topics for this investigation. From die 
standpoint of the creator, or of an administrator of an organization respon­
sible for producing innovations, a person's creative ability represents a re­
source which may or may not be well used. Essentially, creative ability is an 
input to the creative process. 

Outputs of the creative process, on the other hand, are products—scien­
tific papers, artistic drawings, musical compositions, reports, devices, 
processes, substances. Such products vary in their "innovativeness" and 
"productiveness." Highly innovative outputs open new possibilities for fur­
ther research, appreciation, development, or utilization; productive out­
puts, on the other hand, permit significant advances along established lines 
(Ben David, 1960). On the other hand, some outputs of the creative process 
may be low i n innovativeness, productiveness, or both. Creative ability, we 

This article originally appeared as "Social and Psychological Factors which Influence the 
Creative Process" in Perspectives in Creativity edited by Irving A. Taylor and J . W. Getzels 
(Chicago: Aldine Publishing Company, 1975). Copyright 1975 by Aldine Publishing 
Company. 
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expect, should be relevant for understanding the innovativeness of a per­
son's output, though not for understanding its productiveness. 

The formation of new, useful combinations of ideas—creative acts—does 
not happen in a vacuum. The person must be aware of a specific problem, 
task, or technological "gap," and he must be motivated to work on it . Fur­
thermore, he must have at his command the discrete bits of knowledge and 
skills which, in combination, can contribute to its solution. 

But a new idea, i f i t occurs, is only the first step in the creative process. 
The resulting association must be evaluated, communicated, and devel­
oped before i t can contribute to an innovative product. 

Let us sketch some of the stages a creative idea might go through in be­
coming an innovative product. One can imagine that the person who 
achieves a remote association must first evaluate that "new idea." Does it 
seem likely that this idea can contribute to solving some particular problem 
about which the person has been thinking? Implici t in the evaluation is 
the notion that there exists a set of criteria against which the person can 
assess his idea. This evaluation probably occurs both consciously and sub­
consciously. I t may require anywhere from a fraction of a second to 
months or even years. Whi le some ideas may be evaluated solely by think­
ing about them, others may be the objects of extended efforts at "private" 
investigation. 

Once a technical idea has been judged appropriate or useful, or at least 
"worth trying," i t wi l l usually need to be communicated to others. Several 
factors suggest the need for such communication. Often additional re­
sources w i l l be needed for the further evaluation and developmenet of new 
ideas—additional information, computers, new tools, working space, time, 
and the like. Furthermore, often one "new idea" is not sufficient, and can 
result in an innovative product only i f combined with several other new 
ideas. 

Crucial issues, then, are whether the person is wil l ing to communicate 
a new idea and whether he is able to. Relevant factors include his will ing­
ness to take the risks inherent in possible failure; his need for, and sense of, 
security in his job, family, and community; his perception of his own role 
and the appropriateness of his suggesting something different; the ease wi th 
which he feels he can approach other people—friends, colleagues, super­
visors; his skills at making himself understood; and the willingness of 
others to listen to this man make new proposals. 

Once an idea has been successfully "sent" by its originator, and "re­
ceived" by other people, further action wi l l often need to occur for the idea 
to be fu l ly implemented. Whether this w i l l occur w i l l depend in part on 
the nature of the other activities already underway in the external environ­
ment into which the idea is sent, and the ease of accumulating or shifting 
the resources needed for a new effort. 

Thus the creative process can be conceived as an input of new, poten-
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tially useful ideas, a series of developmental stages or hurdles which those 
ideas must pass, and an output of innovative products. The present re­
search focuses on factors which affect the likelihood of a new idea crossing 
the hurdle-filled gap and being developed into an innovative output. 

Design of the Study 
GENERAL PROCEDURES 

T o test these ideas about social and psychological factors whicli may 
affect the creative process, data were obtained from 115 scientists, each of 
whom had been the director of a research project. I t was reasoned that the 
conduct of scientific research provides a setting of some social significance 
where the creative process occurs, and where outputs can be evaluated for 
innovativeness and productiveness using criteria about which there is rea­
sonable consensus. 

As is described in more detail below, the scientists completed one ques­
tionnaire several years after the initiation of their projects to provide infor­
mation about social and psychological conditions present during the course 
of the research. After termination of their projects, they were asked to iden­
t i fy the principal report of the research, a copy of which was subsequently 
obtained, abstracted, and rated for several scientific qualities by expert 
judges. Five years after the ini t ia l contact, the scientists were contacted 
again for administration of psychological tests of creative ability and in­
telligence and a follow-up questionnaire. 

RESPONDENTS AND THEIR RESEARCH PROJECTS 

The respondents were all medical sociologists who had directed a project 
dealing w i t h social psychological aspects of disease. The 115 scientists on 
whom f u l l data were available constitute about half (47 percent) of all di­
rectors of such projects which were listed in the 1953-60 Inventory of Social 
and Economic Research in Health. A careful check showed no evidence of 
marked differences between these 115 respondents and the entire set of all 
listed directors with respect to 11 variables describing demographic charac­
teristics, research role, and qualities of scientific performance.2 Thus the 
project directors analyzed here can be assumed to be reasonably representa­
tive of all directors of such projects active during the period. 

The median age of the respondents was 38 at the time tliey began the 
specified projects; 86 percent were male; and two-thirds had a doctoral 
degree (nearly all the rest had master's degrees). The most common profes­
sional fields were sociology, psychology, and medicine. The typical project 
director had had his degree for about 7 years at the time the project was 
undertaken and had directed 2 or 3 previous projects. Fifty-eight percent 
claimed their primary activity was as a researcher; others mentioned teach­
ing or administration in about equal proportions. Just over three-quarters, 
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however, said their preferred activity was research. Typically, they spent 
half to two-thirds of their working time directly on research, and roughly 
half of the research time was devoted to work on the specified project. 

Nearly all respondents (94 percent) felt they had "considerable" or more 
influence over the people who made decisions about their work goals; 87 
percent fel t their colleagues and superiors had "considerable" or "com­
plete" confidence in their abilities; and 70 percent claimed their sense of in­
volvement wi th the specified project had been "strong" or "very strong." 
Four out of five said they had "much" or "very much" responsibility for 
initiating new activities. 

As a group, the respondents scored very high on a measure of verbal in­
telligence. The mean score for respondents was: 41.2, standard deviation: 
8.0; by comparison, the mean for all employed Americans is 21.5, standard 
deviation: 9.4 (U.S. Dept. of Labor, 1967). While no national norms exist 
for the Remote Associates Test (a measure of creative ability), these respon­
dents scored slightly higher than a large group of undergraduates at the 
University of Michigan, in which the mean score for respondents was: 17.8, 
standard deviation: 5.4; mean for 2,786 undergraduates: 16.4 (Mednick and 
Mednick, 1966). 

As for the research projects themselves, about two-thirds were "problem 
oriented" (the others were mainly "theoretically oriented"); the median 
length was 2-3 years; and they typically had a staff of one or two profes­
sional people in addition to the project director. Findings from most proj­
ects were published as an article in a professional journal or as a health 
agency report. The most frequently mentioned laboratory sites were health 
agencies, academic social science departments, and medical schools. 

MEASURES EMPLOYED 

The measures to be discussed in this chapter fall into three broad types: 
(1) two mental abilities—creative ability and verbal intelligence; (2) a large 
number of factors characterizing the social, and psychological environment 
in which the research took place; and (3) two qualities of the project's out­
put—innovativeness and productiveness. 

Creative Ability. The measure of creative ability was the Mednicks' Re­
mote Associates Test (RAT) . This is a timed, 40-minute, paper-and-pencil 
test which closely operationalizes Mednick's associational theory of crea­
tivity (Mednick, 1962). The person taking the test is presented with a series 
of items each containing three words. He is asked to think of a fourth 
word which can be associativcly linked wi th each of the three given words. 
The following is an example of the type of item used: 

I T E M : rat blue cottage ANSWER: cheese 

Studies on architecture students, psychology graduate students, sugges­
tion award winners in a large business firm, and children have shown that 
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people scoring high on the R A T tended to receive higher ratings for the 
creativity of their products (architectural designs, research projects, sugges­
tions, and drawings, respectively) than low scorers (Mednick and Mednick, 
1966). Furthermore, on a sample of scientists Gordon and Charanian found 
that those who scored high on the R A T tended to write more research pro­
posals, to win more research grants, and to win bigger grants than low 
scorers (Gordon and Charanian, 1964). A study by Andrews (1967), how­
ever, found scientists' R A T scores to be unrelated to their output of papers, 
patents, or reports, and unrelated to the judged quality of their technical 
contribution or organizational usefulness. This lack of overall relation­
ship seemed attributable to two opposite effects which were self-canceling; 
scientists in flexible settings showed positive relationships between R A T 
scores and performance; those in inflexible settings, negative relation­
ships. 

Taking a somewhat different approach, which may also be relevant 
for scientific innovation, Mendelsohn and Griswold (1966) found that high 
scorers on the R A T were more likely than others to make effective use of 
information which at first seemed irrelevant, but which in fact could be 
helpful in solving the problems presented. 

The R A T has been shown to have very satisfactory inter-item reliability. 
For several different groups, the reliability has been consistently above .9 
(Mednick and Mednick, 1966). 

Although the Remote Associates Test has high reliability and appeared 
promising in the validity studies cited above, there remain some doubts 
as to whether i t "really" measures creative ability. 3 We make no claim that 
the R A T is a perfect measure of this ability, but in view of its close ties to 
an explicit theory of association and incorporation of a usefulness criterion 
it seemed an appropriate measure to use in this situation. 

Since the Remote Associates Test requires a close familiarity wi th col­
loquial American English, i t does not yield valid scores for people who 
grew up learning a different language. As part of the data collection pro­
cedures, respondents were asked to indicate their childhood language. 
Those who d id not check "American English" were excluded.4 

Intelligence. The psychological test used to measure intelligence was 
the V scale of the General Aptitude Test Battery, Form B-10GT, Part J, 
(GATB) (United States Department of Labor, 1967)/' This test consists of 
60 items, each containing four words. The test taker is asked to identify 
that pair of words which have similar or opposite meanings. One sample 
item is: 

I T E M : b ig large dry slow ANSWER: big and large 

The test has a five-minute time l imi t . 
The test is a widely used measure of verbal intelligence, is appropriate 

for adults, and is sufficiently difficult that very few of these scientists—a 
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very bright group compared wi th the general population—hit its maxi­
mum score.8 

The Laboratory Environment. Data about the social and psychological 
setting i n which the specified project was conducted are based on respon­
dents' answers to two questionnaires. They included items assessing deci­
sion-making power, independence from colleagues and supervisors, the 
quality of communication channels available, sense of professional security 
and environmental support, level of motivation, opportunities for in­
itiating new activities, research roles, the size and duration of the project, 
and the adequacy of facilities and resources. 

Since some (but not all) projects had been completed several years prior 
to the time respondents were asked to answer the first questionnaire, and 
since five additional years elapsed before the administration of the second 
questionnaire, opportunities for errors in recall were substantial. T o check 
the extent of such errors, ten ordinally scored items which had been part of 
the first questionnaire were repeated in the second. The reliabilities of 
these ten items ranged f rom y = .81 toy = .37, with a median gamma of .55. 

Although reliabilities in this range are far from perfect, they do serve 
to show that memory errors did not grossly distort the data in the five-year 
interval between the administration of the two questionnaires.7 I t seems 
reasonable to infer that memory errors similarly did not markedly obscure 
the data during the interval between the time the project was underway 
and the time i t was described by the respondent on one of the question­
naires.8 

Quality of Output. Each respondent was asked to indicate what was the 
principal report or major publication of a designated project he had di­
rected. Copies of these reports were obtained and abstracted, and the ab­
stracts were then rated on the following two qualities within the context of 
disease control and treatment. 8 

Innovativeness: The degree to which the research represents additions 
to knowledge through new lines of research or the development of new 
theoretical statements of findings which were not explicit in previous 
theory. 

Productivity: The extent to which the research represents an addition 
to knowledge along established lines of research or as extensions of 
previous theory. 

The judges who performed the ratings were persons chosen as leaders 
in medical sociology by members of the Section on Medical Sociology of 
the American Sociological Association. The number of judges indepen­
dently rating each project ranged from one to seven wi th a median of 4.5 
per project.The scores of the different judges evaluating a project were 
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averaged to determine a final score for that project on each of the two 
qualities. 

Although a measure of agreement among these judges has not been com­
puted, their ratings were compared with ratings of the same reports ob­
tained by similar methods from two other groups of judges, medical doc­
tors, and administrators of medical sociology research. Agreement coeffi­
cients (Pearson r's) for innovation and productivity ranged from .42 to .53. 
Since the medical sociologists probably agreed more among themselves 
than they did wi th other groups of judges, it seems probable thai the inter-
judge agreement among the medical sociologists was at least .5. Application 
of the Spearman-Brown Formula would thus suggest these quality ratings 
have a reliability of at least .8. 

Derivation of Adjusted Innovation Scores. A preliminary examination of 
the innovativeness and productivity ratings showed a possible "halo" effect: 
projects that received a high rating on one quality rating tended to also 
receive a high rating on the other (r = .76). 

Since our interest focused on the extent a project was innovative, we 
sought a way of removing the effects of extraneous qualities from the inno­
vation scores. This was achieved by computing a residual innovation score 
(hereafter called the "adjusted" innovation score) which consisted of the 
deviation of the project's actual innovation score from that score which 
would have been predicted solely on the basis of the productiveness of the 
project. 1 0 Thus, the adjusted innovation scores indicate the innovativeness 
of the project after "allowing for" or "holding constant" the productiveness 
of that project. 

Parallel analyses were subsequently carried out for both the raw and 
adjusted innovation scores. I n general the same conclusions emerged from 
each, though the adj usted scores tended to show sharper effects. 

Findings I: Relationships among Creative Ability, 
Intelligence, and Qualities of Creative Output 

CREATIVE ABILITY AND QUALITY OF SCIENTIFIC OUTPUT 

As is shown in the top row of Table 5.1, creative ability, as measured by 
the Remote Associates Test, was virtually unrelated to either the innova­
tiveness or the productiveness of the scientists' output. 

This is i n direct conformity with previous findings which showed R A T 
scores to be unrelated to several qualities of scientific output (Andrews, 
1967). Nevertheless, the present finding came as a surprise because in the 
writer's previous study innovation had not been one of the qualities of 
scientific performance specifically examined. Here it was, and although nu­
merous factors were expected to intervene between a scientist's creative 
ability and his producing innovative output, a stronger relationship was 
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T A B L E 5-1- Relationships among Creative Ability, Intelligence, and Two 
Qualities of Scientific Output. 

Innovativeness Innovativeness 
Intelligence (adjusted) (raw) Productiveness 

Creative ability .41 .05 .07 .05 
Intelligence — .11 — .09 — .01 
Innovativeness (adjusted) .65 .00 
Innovativeness (raw) .76 
Productiveness 

N O T E : Each correlation is based on about 100 cases. 
Coefficients arc Pearson r's. 

expected than the .05 or .07 shown in Table 5.1. (The low relationship be­
tween creative ability and productivity was predicted: productivity had 
been defined as progress along established lines, and was not expected to 
require creative ability.) 

The lack of even a modest relationship between creative ability and inno­
vation might be explained in at least two ways. One is that creative ability 
or innovation (or both) may have been inadequately measured. However, 
other relationships in Table 5.1 indicate that these variables clearly con­
sisted of more than just "random noise." The correlation between creative 
ability and verbal intelligence (.41) was similar to results obtained from 
other groups which have taken both the Remote Associates Test and a 
verbal intelligence test (Mednick and Mednick, 1966). Similarly, the fact 
that the raw innovation scores correlated substantially with the produc­
tivity scores further suggests that the innovation scores were not merely 
"noise." The validity studies cited previously for the R A T , and the fact 
that different judges showed moderate agreement on innovation, suggest 
that these scores should at least be related to the concepts they were in­
tended to measure. 

The other explanation—which we tend to favor—is that social and psy­
chological factors may so affect the translation of creative ability into in­
novative performance that there is no general effect which one can describe 
or identify. This is what seemed to account for the lack of an overall rela­
tionship observed previously by Andrews, and, as w i l l be shown below, can 
also explain the phenomenon here. 

Before turning to the examination of the social and psychological factors, 
however, several other comments may be made about results shown in 
Table 5.1. 

INTELLIGENCE AND QUALITY OF SCIENTIFIC OUTPUT 

The second row in Table 5.1 shows relationships between verbal intelli­
gence and the several qualities of scientific output. One can see that verbal 
intelligence was virtually unrelated to these qualities. 
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Verbal intelligence was included in this study because it might have con­
founded relationships between the Remote Associates Test (with which i t 
was known to be correlated) and the quality measures. Finding intelligence 
unrelated to the quality measures removed our initial concern, but was 
contrary to the folklore which says that the research output from the 
brightest scientists w i l l be seen as the best.11 After an extended and unsuc­
cessful search for possible contingency effects, our data suggest this bit of 
folklore is simply wrong. Among successful researchers (all of the respon­
dents were project directors), verbal intelligence was not a useful predictor 
of these qualities of output. 

RELATIONSHIPS AMONG OUTPUT CHARACTERISTICS 

Also included in Table 5.1 are the interrelationships among the several 
qualities of the project reports. The substantia] relationship shown at the 
bottom of the table, the .76 correlation between raw innovation and pro­
ductivity, was what suggested the advisability of computing an adjusted 
version of the innovation score. 

Correlations of these adjusted innovation scores with the other quality 
measures appear in the third row of the table. One can note that the ad­
justed scores correlated substantially (.65) wi th the original raw scores 
and were completely independent (r = .00)—as intended—from the pro­
ductivity scores. 

DISCUSSION 

This first set of findings contains two key results: (1) the lack of relation­
ship between creative ability and innovativeness, and (2) the lack of rela­
tionship between verbal intelligence and either innovativeness or produc­
tiveness. Given that at least moderate relationships might have been 
expected, that the measures themselves seemed to show convergent and dis­
criminant validity, and that there was adequate variability among the re­
spondents for some relationships to emerge i f they were present, these non-
relationships called for further exploration. 

For both creative ability and intelligence i t was suspected that the ap­
parent lack of relationship with certain output qualities might be the result 
of opposite, self-canceling effects.1 2 A n extensive analysis of possible social 
and psychological factors was undertaken and i t was concluded that these 
did in fact have an important influence on the process by which creative 
ability was translated into innovative outputs. These results are detailed in 
the fol lowing section. 

On the other hand, a similar analysis conducted with respect to intelli­
gence showed that such factors could not explain the observed lack of rela­
tionship between verbal ability and output qualities. Convinced that dif­
ferences between respondents in intelligence would not confound other 
analyses, we made no further use of the intelligence measure. 
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Findings II: Social and Psychological Effects on the Relationship 
Between Creative Ability and Innovation 

OVERVIEW OF RESULTS 

Prior to examining the specific analyses which lead to the conclusions 
of tins section, i t wi l l be helpful to sketch these conclusions very briefly. 

Although the magnitude of any social-psychological effect on the crea­
tive process was not very great, i t was observed with reasonable consistency 
that creative ability tended to pay off more (in the sense of being more 
positively related to innovativeness of output) in the fol lowing kinds of 
settings: (1) when the scientist perceived himself as responsible for in i t i ­
ating new activities; (2) when the scientist had substantial power and 
influence in decision-making; (3) when the scientist felt rather secure and 
comfortable in his professional role; (4) when his administrative superior 
"stayed out of the way"; (5) when the project was relatively small wi th re­
spect to number of professionals involved, budget, and duration; (6) when 
the scientist engaged in other activities (teaching, administration, and/or 
other research) in addition to his work on the specified project; and (7) 
when the scientist's motivation level was relatively high. These findings 
were in line with our expectations. We were surprised, however, to find 
that various communication factors and several indications of environ­
mental constraints showed no consistent effect on the payoff f rom creative 
ability. 

When several of these factors were considered simultaneously, very 
substantial and statistically significant effects emerged, though the number 
of scientists in the specified environments was sometimes extremely small. 

SPECIFIC SOCIAL AND PSYCHOLOGICAL EFFECTS 

Responsibility for Initiating New Activities. One of the psychological 
factors which was expected to influence the payoff from creative ability 
was the extent the person saw himself as having opportunities and respon­
sibilities for innovating. 

Three items in the questionnaire were relevant here. One asked directly 
"Jn the setting in which you did this project, to what extent were the fol­
lowing present . . . responsibility for ini t iat ing new activities?" The re­
spondent checked a five-point scale ranging from "none" to "very much." 
The second question posed the matter oppositely and asked to what extent 
the rescpondent saw himself as "effective as a 'right-hand man' carrying 
the ball for a more experienced advisor." The third item concerned the ex­
tent the project director had been involved in determining the focus of his 
project. 

Table 5.2 shows that all of these items affected the relationship between 
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creative ability and innovativeness in the expected direction. Scientists 
who saw themselves as having relatively high responsibility for initiating 
new activities, those who placed themselves relatively low with respect to 
acting as a "man Friday," and those who had been partially or wholly re­
sponsible for determining the research problem were the ones for whom 
mi ld positive correlations between R A T scores and innovativeness emerged. 
For other scientists, the correlations were consistently negative. 1 3 

T A B L E 5.2. Correlations between Creative Ability and Innovativeness 
(adjusted) According to Scientist's Role in Initiating New Activities. 

RAT scores and 
Inn ova liven ess* 

r difference 

Responsibility for initiating new activities: 
"much" or "very much" (N ~ 84) 
"none" to "some" (N = 22) 

.10 
-33. £2 

Effectiveness as a "right-hand man" for more 
experienced advisor: 

relatively low (N = 70) 
relatively high (N = 34) 

.11 
-24 M 

Determination of research problem: 
determined by i t himself (N = 57) 
partially determined by R (N = 19) 
determined before R became involved (N ~ 19) 

. « ) 
22 > 

- . 11 ) 
23 

• Adjusted for productivity level 

Thus the opportunity or responsibility for innovation was one factor 
which influenced the creative process. Without this, creative ability did 
not "pay off" in innovative output. 

Influence Over Decision Making. Another effect which emerged with sub­
stantial consistency was related to the creator's role in decision making. 
Since a creative idea often requires development before it can result in 
an innovation, i t was expected that people who were in positions to pro­
mote such development would be more likely than others to see their cre­
ative ideas carried through to innovative outputs. 

As shown i n Table 5.3, scientists who said they exercised relatively 
large amounts of influence in decisions about project-relevant matters 
tended to show stronger positive correlations between creative ability and 
innovativeness than less influential scientists. Out of eight items dealing 
wi th influence in decision making, seven generated differences in the 
expected direction. 

As wi th the data shown in Table 5.2, this one effect was not very strong, 
but occurred with fair consistency.1,4 I t looked as if an ability to influence 
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T A B L E 5.3, Correlations between Creative Ability and Innovativeness 
(adjusted) According to the Scientist's Influence over Designated Decisions. 

RAT scores and 
Innovativeness* 

r difference 

R's influence in hiring personnel: 
relatively high (N ~ 56) 
relatively low (N = 42) 

Who had power to hire a research assistant? 
R alone (N = 68) 
others above R (N = 22) 

R's influence over allocation of research funds: 
relatively high (N =48) 
relatively low (N = 54) 

Who had power to purchase a $500 machine? 
R alone (N = 45) 
others above R (N = 53) 

Who had power to requisition under J50 of supplies? 
it's subordinates (N = 29) 
R alone (N = 52) 
others above R (N = 20) 

Who had power to publish a controversial finding? 
R alone (iV — 66) 
others above R (A/ = 26) 

Ability of R to influence decisions about his 
technical goals: 

"great" or more (N — 66) 
"no influence" to "considerable" (Af = 43) 

Exception 

R's influence in formulation of research design: 
relatively high (N = 54) 
relatively low (Af = 55) 

• Adjusted for productivity level 

decisions was a social factor which could reduce the "gap" between creative 
inputs and innovative outputs. Interestingly, this finding replicates a re­
sult obtained in a previous study (Andrews, 1967). 

Of course, faced wi th the data in Table 5.3 one wonders whether i t 
might simply be a seniority effect. Table 5.4 brings together data relevant 
to this issue and shows that older, more experienced or more educated 
scientists did not consistently get higher payoff f rom their creative ability. 
(Note the lack of consistent direction and low values shown in the "dif­
ference" column.) Thus it appeared that what was important was ability 
to influence research decisions, not just age or experience or formal 
education. 1 0 
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T A B L E 5.4. Correlations between Creative Ability and Innovativeness 
(adjusted) According to Level of Seniority and Experience. 

RAT scores and 
Innovativeness* 

r difference 

- . 0 7 

.05 

Years of prior research experience: 
0-3.0 years (N = 36) .15 
3.1-5.0 years (N = 21) - . 0 2 ^ .10 
More than 5 yean (N = 40) .05 

Numbers of projects previously directed: 
0-2 projects (N = 47) .03 
3 or more projects (N = 49) .10 

Highest degree: 
Ph.D., MJ>„ or other doctoral degree (N = 64) .09 
nondoctoral degree (N = 31) .04 

Years since receiving highest degree: 
0-5.0 years (N = 42) .11 
5.1-10.0 years (N = 22) - . 3 5 \ - . 0 9 
More than 10 years (N ~ 32) 20 

Age at time study began: 
35 years or less (N = 37) —.01 
36-40 years (N = 21) .34 \ .07 
41 years or more (N = 38) — .08 

• Adjusted for productivity level 

Security. The creative process may be a risky operation for the would-be 
creator. Hence his sense of security would be expected to influence his 
willingness to discuss and act upon new ideas. 

Table 5.5 brings together 14 items relevant to the scientist's sense of 

T A B L E 5.5. Correlations between Creative Ability and Innovativeness 
(adjusted) According to the Scientist's Sense of Professional Security. 

RAT scores and 
Innovativeness* 

r difference 

Confidence of colleagues and superiors in R's abilities: 
"complete confidence" (N = 40) .18 
"considerable confidence" or less (N = 67) - . 05 

Stability of employment: 
"very much" (N = 53) 22 
"much" (N = 30) - . 0 3 
"none" to "some" (N = 22) - 3 5 

Basis on which R worked on project: 
"permanent member of organization" (N = 64) .16 
not a permanent member of organuation (N = 28) -26 

.23 
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T A B L E 5.5 (continued) 

RAT scores and 
Innovativeness* 

difference 

29 

.41 

.31 

Ease of moving to a comparable position elsewhere: 
"rather easy," "no trouble at all" (A' = 69) .16 
"impossible" to "so-so" {N — 38) —.13 

Extent roles were dc6ncd for professionals on project: 
relatively well defined (N = 47) J27 
relatively undefined (A7 = 45) —.14 

Extent administrative superior got along with R personally: 
relatively well (N = 39) 22 
relatively poorly (N = 35) —.09 

Extent of disagreement with administrative superior 
on methods used: 

none or not discussed (N = 62) 2\ 
some (N = IS) —.67 

Extent of disagreement with administrative superior 
on study's purpose: 

none or not discussed (N = 64) .17 
sorae(N = 11) —.44 

Extent of disagreement with administrative superior 
on definition of problem: 

none or not discussed (N = 63) .23 
somc(N = 12) - 3 2 

Extent of disagreement with administrative superior 
on interpretation of findings: 

none or not discussed (N = 52) 21 
$omc(N = 15) - . 4 5 

Extent first-named colleague understood R's role 
on the project: 

relatively well (N = 39) .16 
relatively poorly (N = 41) .04 

Exceptions: 
Quality of professional relationship 
with first-named colleague: 

relatively good (N = 53) — 02 
relatively poor (N = 28) 20 

Extent of disagreements about work activities 
with first-named colleague: 

little disagreement (N = 46) —.06 
relatively much disagreement (N = 36) 20 

Risk-taking—what would happen if a year's 
activity led nowhere? 

"nothing, told to continue" (N = 61) —.08 
"severe criticism" to "mild" (N = 44) .17 

.61 

.55 

.72 

.12 

-32 

- . 2 6 

- J 2 5 

• Adjusted for productivity level 
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professional security and shows their effect on the relationship between 
creative abili ty and innovativeness of output. Considered here are the 
scientist's relationship wi th his colleagues and administrative superior, the 
stability of his employment, the ease wi th which he could find a comparable 
position elsewhere, and the consequences of taking a risk that failed. Out 
of these 14 items, 11 showed effects in the expected direction: higher payoff 
f rom creative ability tended to occur among scientists in the more secure 
settings.1* 

I t has already been shown that several seniority factors did not consis­
tently or markedly affect the relationship between creative ability and 
innovativeness (Table 5.4). Thus i t follows that the "security effect," pres­
ent in Table 5.5, was not attributable simply to seniority. 

From the magnitudes of the effects, i t appeared that disagreement wi th 
the administrative superior on such fundamental aspects as a study's goals, 
methods, or interpretation of results was particularly debilitating. Con­
versely, there was inconsistent evidence about how the relationship wi th 
the first-named colleague (usually, the man's most important colleague) 
affected payoff f rom creative ability. Two of the three items which spe­
cifically mentioned this person suggested that a less than maximally com­
fortable relationship enhanced payoff f rom creative ability. (The third 
item was mi ld ly opposite and favored the security notion.) 1 7 

Table 5.5 suggests that, with the possible exception of relationships wi th 
the first-named colleague, a sense of security in a scientist's professional 
l ife seemed to promote effective utilization of creative ability. 

Role of the Administrative Superior. Our orientation to the creative 
process emphasizes the existence of various "hurdles" which a creative 
idea must pass in the course of its development into an innovative output. 
One such hurdle may be an administrative superior—a person who, in 
some instances, has much to say about the goals and methods of the crea­
tor's work, and the resources available to him. 

As shown i n Table 5.6, project directors whose administrative superiors 
"stayed out of the way"—at least wi th respect to the actual conduct of the 
research—were the scientists who tended to obtain higher payoff f rom their 
creative abilities. The first three items shown in Table 5.6 were different 
ways of tapping general involvement by the administrative superior. 
Thereafter, the items refer to his influence over funds, hiring, research 
design, and decisions about goals and objectives. Consistently, the higher 
payoff occurred when the superior was less involved or exercised less influ­
ence.1 8 I t seemed as i f creatively able people needed to run their own 
show i f their efforts were to result i n innovative outputs. 

Several cautions need to be added lest the results of Table 5.6 be inter­
preted to mean that the superior has no role to play. Recall, first, that all 
the respondents were directors of their own projects. Presumably they 
were reasonably competent scientists wi th at least some administrative 
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T A B L E 5.6. Correlations between Creative Ability and Innovativeness 
(adjusted) by Role of the Scientist's Administrative Superior. 

RAT scores and 
Innovativeness* 

r difference 

Extent administrative superior involved himself 
in the research; 

relatively little (N = 29) 
relatively much (N = 45) 

Extent administrative superior interfered 
in the research: 

relatively little (JV = 54) 
relatively much (N = 20) 

Extent administrative superior limited R's 
research activities: 

relatively liiile (N = 37) 
relatively much (N = 37) 

Influence of administrative superior overall 
allocation of funds: 

relatively little (N — 33) 
relatively much (N = 35) 

Influence of administrative superior over hiring 
of personnel: 

relatively little (N = 31) 
relatively much (N = 34) 

Influence of administrative superior over 
research design: 

relatively little (N = 31) 
relatively much (N ~ 42) 

Influence of administrative superior on 
deciding goals and objectives: 

relatively little (N = 63) 
relatively much (N = 46) 

Scientist has no administrative superior (N = 23) 

* Adjusted for productivity level 

experience. The appropriate role for the administrative superior of a per­
son at tin's level may involve encouragement, facilitation, friendly criticism, 
and administration of the laboratory, rather than close involvement wi th 
the details of others' research. By hindsight, we regret not having in­
cluded questionnaire items to measure these aspects of an administrative 
superior's role. 1 6 

Size and Time Factors. I n line wi th the reasoning that high creative 
ability w i l l be more likely to be translated into innovative outputs if the 
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creative process occurs i n a flexible setting, one would expect that short, 
small projects would provide better settings for innovation than massive 
projects involving many professionals and/or lasting many years. 

T A B L E 5.7. Correlations between Creative Ability and Innovativeness 
(adjusted) by Size and Duration of Project. 

RA T scores and 
Innovativeness* 

Size of project budget: 
Median size or below .15 
Above median size — .04 

Duration of project: 
Under 1 year (N = 18) .44 
1-2 years (N = 32) .20 
2.1-3 years (N = 20) - . 0 9 
3.1 years or more (N = 17) —.16 

Did tbe costs of the study exceed initial estimates? 
no(N = 5 l ) .16 
yes (N — 23) - . 37 

Did project exceed original Lime limit? 
no (N = 31) .24 
yes (N = 41) .00 

* Adjusted for productivity level 

difference 

Number of professionals on project staff: 
R worked alone (N ~ 14) .13 
R worked with one other (N = 17) 36 
R worked with 2-3 others (N = 35) .07 
R worked with 4 + others (N = 28) —.07 

R's preference for individual or team research: 
R prefers to work alone (N = 33) .28 
R prefers to work as part of a team (N = 53) — .01 29 

.19 

33 

24 

The results in Table 5.7 are in line with these expectations and replicate 
earlier findings (Andrews, 1967) with respect to the advantage of flexible 
situations for effective utilization of creative ability. Note that projects in 
which the scientist worked either alone or wi th one other professional 
showed the most positive correlations. As the number of professionals 
became larger than this, the correlations receded toward zero and then 
turned mi ld ly negative. 2 0 Similarly, respondents who preferred to work 
alone showed more positive correlations than those who preferred to be 
part of a team. Unfortunately, no item had been included to distinguish 
between preferences for small teams versus large teams. 

Table 5.7 also shows that projects with relatively small budgets and 
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short durations were the ones where die director's creative ability showed 
the highest correlations with innovativeness of output. Finally, i t was im­
portant that the project stay within its ini t ia l time and money estimates.11 

Allocation of Effort. Tu rn ing next to the range of activities involved 
in the scientist's job, Table 5.8 shows that project directors who had con­
siderable diversity in their work tended to have the more positive correla­
tions between creative ability and innovativeness. Based on these data, i t 
would appear that for optimizing payoff f rom creative ability a project 
director should spend up to three-quarters of his time on research (but not 
all of it devoted to a single project), some time on teaching, and/or some 
time on administrative duties not directly related to his own research. 

T A B L E 5.8. Correlations between Creative Ability and Innovativeness 
(adjusted) by the Scientist's Allocation of Effort. 

RAT scares and 
Innovativeness* 

r difference 

Time allocation to all research activities: 
1-50% (N - 45) 
51-75% (N = 29) 
76-100% (N = 34) 

Time allocation to this project: 
1-25% (N = 57) 
26-100% (N ~ 40) 

Time allocation to teaching: 
some (N = 64) 
none (N = 32) 

Time allocation to unrelated administrative duties 
some (N — 46) 
none (N = 51) 

" Adjusted for productivity level 

Although our theoretical orientation had not specifically predicted the 
diversity effect which is consistently present in Table 5.8, one can well 
imagine that some diversity in work roles may be another aspect of the 
overall flexibility phenomenon discussed previously. Through such di­
versity, a person may receive useful stimulation, increased knowledge, and 
may also see opportunities for ways of translating creative ideas into inno­
vative outputs. Furthermore, diversity may facilitate a work schedule which 
includes legitimated "incubation periods" for creative ideas. The notion 
that having time away from the task is a requisite part of the creative 
process has been mentioned by various eminently creative people. 2 2 
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Motivation. I t was expected that people who were more motivated by 
their projects would be more likely to develop their creative ideas to the 
point where they could result in innovative outputs. 

Two attempts were made to tap the scientist's level of motivation. One 
item asked about his sense of involvement with the project, the other 
asked how important he felt the project was when the study began. As 
shown in the upper portion of Table 5.9, both items produced mild effects 
in the expected direction. 

T A B L E 5.9. Correlations between Creative Ability and Innovativeness 
(adjusted) According to the Scientist's Level of Motivation.. 

RAT scores and 
Innovativeness* 

r difference 

Sense ol involvement with project: 
relatively high (N = 45) 
relatively low (N = 64) 

Sense of study's importance when study began 
relatively high (N = 36) 
relatively low (N = 56) 

Sense of involvement with project: 
Doctoral scientists: 

relatively high (N = 27) 
relatively low (N = 37) 

Nondoctoral scientists: 
relatively high (N = 13) 
relatively low (N = 20) 

• Adjusted for productivity level 

A n earlier analysis by the writer on how motivation level affected the 
payoff f rom creative ability had suggested that high motivation enhanced 
payoff only among doctoral scientists who worked in "research" labs (as 
distinguished from "development" labs) and that among nondoctoral 
scientists the effect was opposite (Pelz and Andrews, 1966). Would the same 
results occur in the present body of data? As is shown in the lower portion 
of Table 5.9, the answer is "yes." Clearly, the effect for these doctoral scien­
tists (all of whom worked in research labs) was stronger than for non­
doctorals, and among the nondoctorals the effect was virtually nonexistent 
and slightly negative. 

While it is not clear why motivation level should have a greater influence 
over the creative behavior of doctoral scientists than nondoctorals, the ex­
planation may lie in the greater independence that doctoral scientists cus­
tomarily enjoy. Perhaps the work of nondoctorals is more affected by 
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external stimuli in their laboratory, whereas that of doctorals is influenced 
to a greater degree by their own involvement and interest in a project. 

Constraints. I t seemed reasonable to expect that the scientists who per­
ceived fewest organizational constraints i n their laboratory would be most 
likely to succeed in translating creative ideas into innovative outputs. 

Seven items from the questionnaire were relevant here; however, no 
consistent set of results emerged f rom their analysis. (No table shown.) 
The most direct item, "How adequate were the facilities and resources?" 
produced a moderate effect in line wi th expectations. However, three other 
items which asked in a general way about the role of the scientist's institu­
tion and discipline produced virtually no effects, and the three remaining 
items, which dealt wi th adequacy of time, money, and office space, pro­
duced moderate effects contrary to expectation. Thus the present data 
provide no consistent indication about how the creative process is af­
fected by environmental constraints. 

Communication. Ease of communication was another organizational 
factor which had been expected to facilitate the translation of creative 
ability into innovative outputs. Of six items relevant to this area, however, 
four showed li t t le or no effects, and the other two showed inconsistent 
effects.2 8 A previous study also examined several communication factors, 
but, as here, only weak and inconsistent interaction effects emerged 
(Andrews, 1967). Thus the two studies agree in suggesting that there is no 
massive, general effect of communication on the creative process—at least 
wi th in the range of communicative phenomena measured in these lab­
oratories. 

SIMULTANEOUS PRESENCE OF SEVERAL ENVIRONMENTAL FACTORS 

Up to this point social and psychological factors have been examined one 
at a time. Our orientation, however, suggests that one should consider the 
total impact of the environment on the creative process. 

W i t h only 115 cases there were insufficient data to examine in great 
detail the simultaneous presence or absence of numerous factors. As a 
step in this direction, however, and to see whether the several effects 
identified above would be cumulative in their influence—as our orien­
tation suggested they should be—the analysis shown in Table 5.10 was 
carried out-

One "indicator item" was chosen from each of the following four areas: 
opportunity/responsibility for innovation, influence over decision mak­
ing, noninterference by supervisor, and security. The specific items were 
chosen on the basis that they produced at least a moderate interaction 
effect when investigated separately, and that there existed an adequate 
number of cases in each of the split categories. 

As can be seen in the table, the correlations between creative ability 
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identified factors were "prerequisites" to achieving payoff from creative 
ability. I f even one of these factors was absent, high creative ability appar­
ently failed to get translated into innovative output. 

W i t h several factors absent, creatively able project directors actually 
produced less innovative outputs than other directors. Why might this be 
so? I f a scientist has potentially creative ideas which repeatedly fail to get 
translated into innovative outputs because of the nature of his laboratory 
setting, one can imagine this man losing self-confidence, becoming dejected 
wi th his work, experiencing an intense sense of frustration, and eventually 
performing in maverick ways or perhaps hardly performing at all. While 
the idea that creative ability could be negatively related to innovation 
seemed surprising, this clearly occurred under certain circumstances. 
The oft-cited need to consider the " f i t " between a scientist's abilities and 
the setting in which he works receives must support from this analysis. 

DISCUSSION 

This section has provided an explanation for the surprising finding 
of the preceding section that creative ability was apparently unrelated 
to innovativeness of output. The answer, i t seems, lies in the social and 
psychological characteristics of the environment in which the creative 
process occurs. Under "favorable" conditions the higher one's creative 
ability the more innovative one's output. Under unfavorable conditions, 
however, the reverse was the case, and creative ability was negatively re­
lated to innovation. This is strong evidence for the proposition that it is 
important to consider the social and psychological setting in which the 
creative process occurs i f one wants to understand the dynamics of that 
process. 

Results presented here provide indications about the Specific social 
and psychological factors which have an influence on the creative process. 
These have been summarized in the "Overview of Results" which opens 
this section and need not be repeated here. I t is worth noting, however, 
that while the impact of any one factor considered alone was often not 
very large, the impacts seemed to be cumulative, so when several factors 
were considered together they produced a very substantial influence on 
the process by which creative ability became manifested as innovative 
outputs. Only when each of the several factors being analyzed were si­
multaneously "favorable" did a strong positive relationship emerge be­
tween creative ability and innovation. 

Findings III: Relationships of Social and Psychological 
Factors to Creative Ability and Innovation 

Although the main thrust of this chapter has been to examine the effects 
of social and psychological factors on the relationship between creative 
ability and innovation, the data also permit examination of two other 
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' T A B L E 5-10. Correlations between Creative Ability and 
Innovativeness (adjusted) by Number o'f Factors Present 

in Research Setting* 

RAT scores and 
Innovativeness** 

4 factors present (0 absent) (N = 26) + 35 
3 factors present (1 absent) (A' ~ 32) - . 0 7 
2 factors present (2 absent) (TV = 21) - . 1 9 
1 factor present (3 absent) (N -= 8) - . 4 0 
0 factors present (4 absent) (N = 4) - . 9 7 

• T h e four factors considered in this analysts and their indicator 
items were: 

Initiation: Responsibility for initiating new activities—high. 
Influence: Power to hire research assistant—respondent alone. 
Role of superior: Interference from administrative superior— 

none. 
Security: Stability of employment—high. 
* • Adjusted for productivity level 

N O T E ON STATISTICAL SIGNIFICANCE: Given the numbers of cases in 

the subgroups, the —.97 and + 5 5 correlations are statistically sig­
nificant beyond the .05 level. Consistent progression among five cor­
relation coefficients in the predicted direction (high to low) would 
occur with probability = .06 under random conditions. 

and innovativeness of output ranged from +.55 (where all four factors 
were present) to —.97 (in settings where none of the four factors was 
present). Furthermore, despite the small number of cases in some cate­
gories, the progression of the correlations was perfectly consistent wi th 
the decrease in the number of factors present. 

Of course we have "stacked the cards in our favor" by selecting items 
which we knew had individual effects. Table 5.10 demonstrates, however, 
that the several individual effects were cumulative, and that the cumulated 
effect was of substantial size. 

I t is worth noting that the results shown in Table 5.10 were closely paral­
lel to results obtained previously in an analysis of a different body of data. 
Among scientists who were involved in initiating new activities, and who 
were simultaneously high in influence, self-confidence, status, and motiva­
tion, there emerged a +.37 correlation between creative ability and "tech­
nical contribution." Among other groups of scientists correlations were 
close to zero or negative (Andrews, 1965). 

Three of the four factors included in Table 5.10—responsibility for 
initiation, influence, and security—closely match factors in this previous 
analysis, and a marked similarity in overall trends emerged. On at least 
two occasions, therefore, a cumulative impact of several social and psycho­
logical factors on the creative process has been demonstrated. 

I t is interesting that a positive correlation occurred in Table 5.10 only 
when all four factors were present. This suggests the possibility that the 
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interesting questions: 1) How did social and psychological conditions 
(as perceived) differ between scientists high and low in creative ability? 
and 2) How d i d these factors relate to innovativeness of output? 

Eidier of these question could appropriately be the topic of a major 
analysis, and our discussion wi l l only highlight some of the stronger 
relationships. Even these, however, provide interesting insights into the 
creative process. 

CREATIVE A B I L I T Y AND SOCIAL AND PSYCHOLOGICAL FACTORS 

I n general, scores on the Remote Associates Test were not strongly re­
lated to the kinds of social and psychological conditions tapped by the 
questionnaires. Among the stronger trends, however, were indications 
that scientists high in creative ability tended to describe themselves as 
"loners": they preferred to work alone, saw themselves as relatively iso­
lated from dieir discipline, had less contact with colleagues and other 
professionals, and received less aid from their institutions. They also 
tended to feel relativey insecure and uncomfortable in their organi­
zational settings. Specifically, they were less likely to be permanent mem­
bers of their organizations, they believed the consequences of taking a risk 
that failed would be more dire, and they got along less well wi th their 
supervisors. These scientists also tended to spend more time on research 
and were more likely to have their primary role in research rather than in 
education or administration. T o summarize: high creative ability tended 
to be accompanied by aloneness, insecurity, and greater focus on research. 

These relationships agreed surprisingly well with the folklore which 
describes the creatively able person as a rather lonely, isolated, and often 
frustrated worker. Of particular interest was the relationship between 
creative abili ty and insecurity, for security was one of the environmental 
factors which affected the payoff from creative ability. This may pose one 
of the true dilemmas of managing an organization which includes creative 
individuals—the flow of risky new ideas, which may be unsettling to 
organizational stability, may elicit responses from the organization which 
erode the creator's sense of security. But that sense of security needs to be 
high i f there is to be an effective utilization of those ideas. The contra­
diction between the kinds of environments which seem to promote payoff 
f rom creative ability and the kinds of environments in which creatively 
able people find themselves might be called the "security dilemma." 

INNOVATION AND SOCIAL AND PSYCHOLOGICAL FACTORS 

Among the more interesting relationships between innovation and the 
social and psychological factors was the tendency for people who had 
relatively poor relationships with their administrative superiors to produce 
somewhat more innovative outputs. These were scientists who said they 
got along poorly wi th their administrative superior, had difficulty com­
municating wi th their superior, had disagreements with their superior 
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on the study's methodology and purpose, believed their superior held 
their work, in relatively low esteem, and felt their superior had a poor 
understanding of their work. 

DISCUSSION: T H E "SECURITY D I L E M M A " 

I tcannot be determined, from the present data, whether scientists had 
poor relationships with their superiors and felt insecure because of their 
creative abilities and innovative output, or whether the direction of 
causality was just the opposite. (Our theoretical orientation suggests the 
former.) One can, however, imagine a kind of homeostatic model which 
would parsimoniously encompass the several relationships which have 
been identified. 

One could speculate that as a creatively able person puts forth numerous 
new, untried, perhaps risky ideas, he tends to "make problems" for his 
administrative superior; as a consequence, his superior may reduce (or 
fail to increase) the security aspects of the person's job; whereupon nega­
tive feedback occurs, and the person becomes less wil l ing to propose risky 
new solutions in the future, and his rate of innovation falls unt i l i t is " i n 
balance" with the level of security he encounters in his professional en­
vironment. The model might look something like this: 

Creative 
ability 

+ Production.and development 
of new, risky ideas 

4- Innovative 
outputs 

Creative 
ability 

Production.and development 
of new, risky ideas 

Innovative 
outputs 

+ 
Security in 

professional 
setting 

+ Relations with 
administrative 

superior 

I f the administrative superior could reduce the impact of the cycle, by 
providing relatively high independence for the person and/or by ensuring 
his security, the payoff f rom high creative ability might be enhanced. 

Summary and Implications 

One can conceive of the creative process as consisting of an input of 
new, potentially useful ideas, a series of developmental hurdles over which 
those ideas must pass, and an output of innovative products. The present 
research focuses primarily upon social and psychological factors which 
affect the likelihood of a new idea successfully becoming developed into 
an innovation. 

The setting is the scientific laboratory. Creative ability (measured by 
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Mednick's Remote Associates Test) is taken as the input variable. The 
innovativeness of scientific reports (assessed by panels of expert judges) is 
the output variable. And the scientist's report about conditions in the 
laboratory where he conducted a specified research study provides informa­
tion about the developmental "hurdles" and the process by which they 
were overcome. 

The data about creative ability and organizational setting were obtained 
f rom slightly over 100 directors of research projects which investigated 
social psychological factors and disease. An abstract of the principal report 
of each project was independently assessed by 4.5 judges (on the average) 
for its innovativeness and productiveness. (The innovativeness judgments 
were subsequently adjusted to remove variance attributable to productive­
ness.) The adjusted innovativeness scores form the primary dependent 
variable. 

Creative abili ty was found to be virtually unrelated to the measured 
qualities of scientific outputs when all project directors were considered 
together. (A measure of the project director's verbal intelligence was also 
unrelated to these.) However, mi ld positive relationships emerged for 
directors who: (1) had responsibilities or opportunities for innovation; (2) 
exercised considerable influence over decisions affecting the research; (3) 
felt a sense of professional security; (4) were allowed considerable inde­
pendence by their administrative superior; (5) were strongly motivated 
toward the project; (6) worked on small, short projects; and (7) had diverse 
activities included as part of their work role. (Two other sets of factors— 
the presence of institutional constraints, and the ease of communication— 
were also examined, but produced inconsistent results.) 

When the first four factors listed here were considered simultaneously, 
the correlation between creative ability and innovativeness of output 
varied f rom +.55 {all four factors present) to —.97 (all factors absent), 
showing that the different social and psychological factors could, cumu­
latively, exert a very substantial influence on the creative process. The 
nature of this multiple relationship suggested that these various factors 
might be acting as "prerequisites" for obtaining innovative payoff f rom 
creative ability. 

Finally, a brief examination was made of the direct relationships be­
tween the various aspects of the research setting and creative ability and 
innovativeness. I t was found that scientists with higher creative abilities 
tended to be relatively isolated from their colleagues and institutions, rela­
tively low i n their sense of professional security, and more exclusively re­
search oriented. Those who produced more innovative outputs seemed 
to have more trouble than others in relating to their administrative su­
perior. These results suggested that organizations seeking innovation may 
face a fundamental "security dilemma." Creative activities may be incom­
patible wi th organizational stability; as a consequence the creator's pro-
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fessional security erodes; but without that security he is unlikely to be 
able to effectively utilize his creative ability. 

This research has both theoretical and practical implications. On the 
theoretical side, i t shows the need to include social and psychological fac­
tors in theories about the dynamics of the causal process. Apparently it is 
not safe to assume that people with high creative abilities w i l l generally 
produce highly innovative products. Some of the specific conditions which 
may enhance or block such a translation of input into output have just 
been described. Further investigation of the impact of these factors on the 
creative process in settings other than research labs would be in order, as 
would be attempts to identify additional factors which may also influence 
the creative process. 

I f i t is determined by subsequent research that social and psychological 
factors have widespread influences on the creative process similar to those 
indicated here, this w i l l have important implications for the validation 
of proposed measures of creative ability. Given a trait which may have 
either "positive" or "negative" effects, depending on the situation, and 
where the average effect may be close to zero, it would be inappropriate to 
assess validity by simply relating a measure of this trait (e.g., creative abil­
ity) to some criterion measure (e.g., innovativeness).24 I n assessing the 
validity of such a trait, appropriate social and psychological factors would 
have to be taken into account. 

One of the central difficulties with the field of "creativity research" has 
been its failure to develop a set of unequivocal measures of creative ability 
which show high convergent validity among themselves. I t is possible that 
this difficulty stems f rom the general neglect of social and psychological fac­
tors which may critically influence the creative process. Paying increased 
attention to such factors might result in both improved understanding 
of the creative process, and also a clearer conceptualization and measure­
ment of the fundamental concept in the field—creative ability. 

The present findings also have practical implications. They show that 
individuals concerned with promoting innovation within organizational 
settings (administrators of research and development, scientists, and cer­
tain members of many organizations devoted to activities other than re­
search and development) need to ensure that the organizational climate 
facilitates the translation of new, potentially useful, ideas into innovative 
outcomes. The first part of this section summarizes some of the specific 
social and psychological factors which merit attention. 

Notes 

1. This research makes use of data collected previously by Dr. Gerald Gordon, my 
collaborator in a more general project of which just one part is reported here. His stimula­
tion and support arc gratefully acknowledged, as is the assistance received from Dr. Don-
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aid Pcli, Frances Eliot, Ann Smith, and Li a Kapclis, who overcame many difficult prob­
lems in collecting new data for this study. The National Institute of Health, through 
grant CM-IS507-01. provided financial support. Statements made herein are the responsi­
bility of the author and not of the Public Health Service. This chapter is based on an un­
published paper titled "Social and organizational factors affecting innovation in research," 
presented at the 1970 Annual Convention of the American Psychological Association. 

2. The following variables were examined: age, education, professional experience, 
principal professional activities, time allocation to project, role on project, size of project 
stafT, project duration, involvement of administrative superior on project, and two qual­
ities of performance: innovativeness and productiveness. 

3. Goodman, et al. (1969), for example, found RAT scores did not correlate substantially 
with several other attempts to measure creative ability. 

4. There were 13 people in this group. A check showed that the average score they 
obtained on the R A T was a full standard deviation lower than the mean for those who 
learned American English in childhood. (The mean for this latter group was 17.8; the 
standard deviation, 5.4.) 

5. Used with permission from the Michigan Employment Security Commission. 
6. To assess scoring reliability a 25 percent sample of the completed RAT's and GATB's 

were rcscorcd by a second test scorer. The percentage of items where the two scorers 
agreed exceeded 99 percent, a highly satisfactory level. 

7. Somewhat comparable rctcst reliabilities of questionnaire items answered by scien­
tists have been reported by Pelz and Andrews (1966, p. 292). For 89 items over a two-
month interval, they report a median correlation coefficient of .62. 

8. As a further precaution against unreliability in data about the laboratory environ­
ment, separate parallel analyses have been conducted for each questionnaire item relevant 
to a given concept. Conclusions have been drawn only when nearly all such analyses point 
to the same finding. 

9. Gordon (1963) compares ratings based on abstracts of project reports with ratings 
based on the full report of some of the projects included in the present study. From 
data he presents one can determine that the magnitude of agreement between the two 
ratings was y = 30 for innovativeness and y = .67 for productivity. 

10. This prediction was achieved by the simple regression equation: X = 11.88 + 
0.11Y, where X was predicted innovation and Y was observed productiveness (scaled 
to have a mean of 50 and a standard deviation of 10). 

11. For other instances in which intelligence was found to be unrelated to occupational 
performance, see Super and Crites (1962) and Kraut (1969). 

12. In »tatistical terminology these would be known as an "interaction." Other terms 
sometimes used for these phenomena are "moderator effects," "contingency effects," or 
"conditioning effects." 

13. The fact that these three environmental factors were only modestly related to one 
another (gammas ranged from .11 to .31) made the finding of a consistent effect partic­
ularly interesting. 

14. As before, the demonstration of a consistent effect becomes more meaningful if the 
items that produced that effect represent somewhat different ways of tapping an under­
lying concept. The gammas across the. 28 possible pairs of these 8 items had a median 
value of .43 and ranged from .07 lo .83. 

15. Lest the reader be tempted to conclude, on the basis of data shown for age in 
Table 5.4, that the late 30s were an especially propitious lime for translating creative 
ability into innovative output (r = .34), note that the data for years since receiving 
highest degree—most often a doctoral degree among these scientists—were directly 
contrary. People with 5-10 years research experience, most of whom would be in their 
30s, showed a negative correlation (r = —.35). The lack of consistency suggests we have 
not identified any real effect. 

16. Omitting the three items referring to the scientist's first-named colleague, the 
median gamma among the 55 pairs of remaining items was 21 (range: —20 to .91). Thus 
the generally consistent interaction effect was not attributable to a uniformly high rela­
tionship among these items. 

17. Pelz and Andrews (1966) have described a possible "dilher" effect: that some mental 
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"shaking" may be required to keep innovating scientists Veen and fresh. The finding 
that creative ability related more positively to innovativeness when a scientist tended 
to disagree with his main colleague and felt their professional relationship was relatively 
poor could be attributed to such a dither effect. 

18. Once again the reader is reminded that the effect apparent in Tabic 5.6 was not 
simply a matter of seniority or prior experience (see Table 5.8). Nor was the consistent 
effect attributable to very high relationships among the items—median gamma was .34 
(range: .16 to .87). 

19. In a different study involving some of the same concepts, Andrews and Farris 
(1967) found that innovativeness in scientific teams tended to be higher when the team 
supervisor was seen as effective in such "task" functions as exercising technical skill, 
critical evaluation, and influence on goals. Two important distinctions arc to be noted 
between the present study and the Andrews and Farris study: first, the present study 
focuses on the relationship between creative ability and innovativeness, not the absolute 
level of innovativeness; second, the superior-subordinate relationship investigated in the 
present study exists between people relatively high in a laboratory hierarchy, whereas the 
Andrews and Farris study examined the superior-subordinate relationship among people 
relatively low in the hierarchy. 

20. This is one of the few places where the unadjusted innovation scores were more 
affected by one of the control factors than the adjusted scores. The basic trend, however, 
was similar to that described'here. 

21. A subsequent section on "constraints" discusses the effects of insufficient time or 
money. 

22. A discussion of diversity and its direct relationship to scientific productivity appears 
in Pcli and Andrews (1966, chapter 4). 

23. The six items tapped the following areas: sense of isolation from parent discipline, 
frequency of contact with colleagues, ease of getting across new ideas, problems in com­
municating with administrative superior, extent that work got discussed with people 
on other related projects, and whether the scientist maintained contact with other studies. 

24. As an example, see Baird's (1972) review of the Remote Associates Test. As evi­
dence questioning the RAT's validity, he cites previous research of the present writer 
showing that the RAT did not generally relate to several qualities of scientific per­
formance. However, fiaird docs not go on to add that the relationships were affected by 
environmental conditions and that positive relationships emerged under certain condi­
tions. 
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T I M E P R E S S U R E 
Frunk M. Andrews and George F. Farris 

Time pressure experienced by scientists and engineers predicted positively 
to several aspects of performance including usefulness, innovation, and pro­
ductivity. Higher time pressure was associated with above average perform­
ance during the following five years, even when supervisory status, educa­
tion, and seniority wore controlled. Performance, however, did not predict 
well to subsequent reports of time pressure, suggesting a possible causal 
relationship from pressure to performance. High performing scientists also 
desired more pressure. Innovation and productivity (but not usefulness) 
were low if the pressure experienced was markedly above that desired. The 
five-year panel data derived from approximately 100 scientists in a NASA 
laboratory. Some theoretical and practical implications of the results are 
discussed. 

Time pressure is often cited as a problem experienced by members of 
formal organizations. Moreover, ifc is an administratively interesting fac­
tor, since i t is one over which management may have substantial influence. 

The folklore about managing scientific laboratories includes two com­
peting approaches to the management of time pressure: (1) provide pro­
fessional staff with an unhurried "academic" environment, and (2) es­
tablish t ight schedules and deadlines to avoid the Parkinsonian nightmare 
of work expanding to meet the time available. 

What is the relationship between time pressure and scientific perform­
ance? Does time pressure tend more to predict performance or to be pre­
dicted by past performance? What characteristics of a scientist's working 

' This research was supported by Grant NGR23-005-39S from the National Aero­
nautics and Space Administration. The authors are grateful for helpful comments 
from Donald C. Pelz, John R. P. French, Jr., and Raymond Faith, and for the 
technical assistance of Marita Di Lorenzi. 

This article originally appeared as "Time Pressure and Performance of Scientists and 
Engineers: A Five-Year Panel Study" in Organizational Behavior and Human Performance, 
Vol. 8, No. 2, October 1972 and is reprinted here with the permission of the publisher. 
Copyright 1972 by Academic Press, Inc. 
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environment are associated with his sense of time pressure? I t is to these 
questions that the present article is addressed. 

Despite the acknowledged importance of time pressure in organizations, 
surprisingly little research has been directly devoted to i t . I n group inter­
views about job pressures, Ha l l and Lawler (1971) found that a sense of 
time pressure was mentioned in more than three-quarters of the 22 scien­
tific laboratories they studied. Of all the different kinds of pressures men­
tioned by the scientists and engineers in these interviews, "by far the most 
widely felt pressure was time (p. 67)." Although some of the other pres­
sures did relate to laboratory performance as rated by the laboratory 
manager, no significant relationship was found between time pressure and 
performance. 

The Ha l l and Lawler results were foreshadowed to some extent by two 
sets of findings reported by Pelz and Andrews (1966). One set indicated 
that scientists and engineers were especially likely to be low performers 
if they worked under conditions of loose coordination and high auton­
omy—a situation under which many kinds of job pressures might be ex­
pected to be minimal. Pelz and Andrews suggested that the low perform­
ance might be a result of low stimulation and/or motivation. The notion 
agrees well with that advanced by Ha l l and Lawler, who also suggested 
that motivational factors might account for the observed relationships 
between pressure and performance. Another set of findings by Pelz and 
Andrews indicated that scientific performance tended to be greater for 
those scientists and engineers who worked a nine- or ten-hour day, on 
the average; those who averaged only a standard eight-hour day or an 
eleven-hour day tended to perform at lower levels. To the extent that 
working hours are dictated by time pressure, these findings suggest a 
curvilinear relationship between time pressure and performance. 

Related to time pressure is the concept of "overload." Kahn, et al. 
(1964) consider overload as "one of the dominant forms of role con­
flict . . . , which can be thought of as a conflict among legitimate tasks, 
or a problem in the setting of priorities (p. 380)." 

Overload could be regarded as a kind of inter-sender conflict in which vari­
ous role senders may hold quite legitimate expectations that a person per­
form a wide variety of tasks, all of which are mutually compatible in the 
abstract. But it may be virtually impossible for the focal person to complete 
all of them within given time limits (p. 20). 

Recent studies of colleague roles in a scientific laboratory indicate that 
role overload may be one characteristic of a scientist's working environ­
ment which is related to a sense of time pressure. Farris (1971) and 
Swain (1971) found that scientists who were named by more of their 
colleagues as helpful in their technical problem solving (a situation likely 
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to engender inter-sender role conflict) experienced a greater feeling of 
time pressure. 

Mi l le r (1960) considers responses to information input overload, another 
factor which may be related to feelings of time pressure. Some of these 
are clearly dysfunctional in the organizational context—failing to process 
some of the information, processing some of the information incorrectly, 
or escaping f rom the task. Others may be functional or dysfunctional, de­
pending on other factors—queuing, filtering, approximation, or employing 
multiple channels. As Katz and Kahn (1966) point out, 

people are likely to process the familiar elements in a message, which they 
readily understand and which do not constitute major problems for them. 
Under time pressures the parts of the communication difficult to decode are 
neglected for the more easily assimilated parts, even though the former may 
be more critical for the organization (p. 232). 

Taken together, this research and theory on overload suggest that time 
pressure and overload are related. Role overload may be a source of time 
pressure, and responses to information overload, experienced by the scien­
tist or engineer as time pressure, may well be dysfunctional for his 
performance. 

Given this slim body of research and theory related to time pressure 
and performance, i t is not surprising that the folklore about managing 
the time pressure of scientists is so contradictory. I n the present study 
we shall attempt to resolve some of these contradictions. Specifically we 
shall consider the following questions: 

1. How much time pressure is experienced by scientists and engineers 
in a government laboratory? How much time pressure do they consider 
optimum? 

2. How does experienced time pressure relate to the scientist's per­
formance as measured by his usefulness to his organization? Is time pres­
sure related more strongly to the scientist's past usefulness or his subse­
quent usefulness? 

3. How does experienced time pressure relate to the scientist's per­
formance as measured by the innovation and productiveness of his work? 
Is time pressure related more strongly to the scientist's past innovation 
and productiveness or his subsequent innovation and productiveness? 

4. How does experienced time pressure relate to these five character­
istics of the scientist—freedom provided by his supervisor, preferences 
for working alone, involvement in technical work, time spent on adminis­
trative duties, and number of close colleagues? 

5. How does performance relate to three other aspects of time pres­
sure^—optimal time pressure, the difference between experienced and 
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optimal pressure, and the "span" of different pressures experienced dur­
ing a typical month's work? 

M E T H O D 

The present study was conducted in a NASA research division where 
scientists and engineers were exploring the effects of extreme physical con­
ditions on various materials. Their work involved a mixture of research, 
development, and technical services. 

The first wave of data was collected in 1965 (Time 1) from 117 scien­
tists and engineers. The second wave occurred five years later (Time 2) , 
and was based on 118 professional personnel, 78 of whom had also par­
ticipated in 1965. A t both Time 1 and 2, each participant completed a 
lengthy questionnaire and his performance was evaluated by judges se­
lected from among other professionals in the lab. 

Performance Measures 

The performance criteria included the following: 
Innovation—the extent the man's work had "increased knowledge in 

his field through lines of research or development which were useful and 
new," 

Productiveness—the extent the man's work had "increased knowledge 
along established lines of research or development or as extensions or re­
finements of previous lines," and 

Usefulness—the extent the man's work had been "useful or valuable 
in helping his R & D organization carry out its responsibilities." 

These qualities were independently assessed by an average of 4.4 judges 
at Time 1, and 7.6 at Time 2, each of whom claimed to be familiar with 
the man's work. Each judge ranked the scientists wi th whom he was 
familiar on the basis of their work over the proceeding five years. Ap­
proximately two-thirds of the judges were supervisors (the man's own 
chief might be among them), and one-third were senior-level nonsuper­
visors. Since the judges showed reasonably good agreement, their evalu­
ations were combined into a single percentile score (on each quality) for 
each respondent.2 

As is usually found for scientists and engineers, these performance mea­
sures varied according to the respondent's length of experience, seniority, 
and formal training (Pelz & Andrews, 1966). Since these effects might 
mask the relationships of interest, all performance measures were adjusted 
by adding or subtracting appropriate constants to remove such back-

1 Based on the average inter-judge agreement and the average number of judges, 
the reliability of the performance ratings was estimated to be .95 at Time 1 and £& 
at Time 2, using the Spearman-Brown formula (Guilford, 1954). 
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ground effects.3 Thus, the final performance measures expressed how well 
or poorly each person performed relative to others with similar experience 
and training. 

The interrelationships among these various criteria of performance 
were about as expected. A l l were substantially related to one another 
(correlations ranged .7 to .8 at both Times 1 and 2), with innovation be­
ing least similar to the others. 

Measures of Time Pressure 

The time pressure experienced by the respondent was assessed by the 
following question: 

Technical jobs sometimes involve working under time pressures exerted by 
other people—results are needed urgently, there are deadlines to be met, etc. 
In a typical month about what proportion of your time is spent working 
under the following amounts of pressure? (Five categories of pressure were 
listed, from "Relaxed—no pressure at all" to "Extreme pressure—I'm behind 
on important deadlines." The respondent entered the percentage of his time 
spent under each amount of pressure.) 

Optimum time pressure was measured by a subsequent question which 
asked the respondent to indicate what he thought would be the optimum 
proportion of his time spent under each level of pressure in order for him 
to make his best contributions. From this basic information four scales 
were constructed: 

(1) Typical level of time pressure experienced;4 

(2) Amount of time pressure the respondent felt would be optimal; 4 

(3) Difference between the actual and optimum; 0 and 
(4) "Span" or "range" of time pressures actually experienced.11 (A 

person who said nearly all his work occurred under a single level of pres­
sure had a low span; those who experienced widely different pressures had 
a high span.) 

'The procedures for collecting, combining, and adjusting the performance mea­
sures used in this study were highly similar to those more fully described in Pelz and 
Andrews (1966). However, exj>eriencc was not considered separately from seniority 
in adjusting the performance measures collected at Time 2. 

* This scale was based on the median amount of pressure indicated by each scien­
tist (e.g., one who experienced "slight" pressure during 30% of his work time, 
"moderate" pressure for 40%, and "great" pressure for 30% would be grouped with 
others whose median also fell in the "moderate" range). The resulting distribution 
was imimodal and reasonably symmetric. 

' This scale was transformed to yield a reasonably symmetric unimodal distribution 
appropriate for analysis using statistics such as the Pearson correlation coefficient, 
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Other Variables 

I n addition to the performance and time pressure variables, the ques­
tionnaire asked about a wide range of other phenomena including moti­
vation levels, communication with colleagues, role of the technical super­
visor, and attitudes toward work. These other variables contributed to 
insights about the relationship of time pressure to performance and wil l 
be mentioned at appropriate places later in the article. 

R E S U L T S 

Distribution of Time Pressures 

The amount of time pressure typically exjjerienced by respondents in 
this site varied widely (see Table 1). A t Time 1, 27% devoted more than 
half of their time to activities for which they experienced no sense of 
urgency. A t the other extreme, 8% said half or more of their time was 
spent on activities for which there was "great" or "extreme" urgency. The 
distribution of time pressures was roughly similar at Time 2 to what i t 
was at Time 1, though pressure levels tended to be somewhat lower. 

With respect to optimum time pressure, there was again substantial 
variation between respondents. Almost all wanted at least some pressure, 
and those who experienced more pressure were generally the ones who also 
wanted more (correlations between typical and optimum time pressures 
were .5 at Time 1 and .6 at Time 2) . 

AVhile some respondents experienced more pressures than they felt 
would he optimal (and some had less pressure than desired), experienced 
pressure levels were just slightly above optimal levels when averaged 
across all respondents. I n short, these scientists and engineers—in the 
aggregate—were reasonably well satisfied with respect to the time pres­
sure experienced on their jobs. 

T A B L E 1 
MEDIAN L E V E L OF T I M E PRESSURE E X P E R I E N C E D 

( P E R C E N T OF RESPONDENTS) 

Median level of pressure Time 1 Time 2 

Relaxed 27% 39% 
Slight pressure 33 30 
Moderate pressure 32 24 
Great pressure 7 7 
Extreme pressure 1 0 

Tolal 100% 100% 
.V (H7) (118) 
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Experienced Time Pressure and Usefulness 

Given the nature of the data, i t is possible to examine how the several 
measures of time pressure—experienced, optimum, deviation of experi­
enced from optimum, and span—related to three distinct aspects of per­
formance^—its innovativeness, productiveness, and usefulness. Further­
more, one can examine relationships at one point in time and also "lagged" 
relationships. For example, one can determine whether ex|>ericncing time 
pressure at Time I was predictive of performance levels during the follow­
ing five years, and whether performance prior to Time 2 was predictive 
of subsequent feelings of time pressure.0 

Figure 1 shows the interrelationships among experienced time pressure 
and judgments of usefulness (adjusted for experience and formal educa­
tion, as described previously) at Times 1 ami 2. 

The most important result occurs in the cross-lagged correlations. Ex­
perienced time pressure, measured at Time 1, related +.49 to subsequent 
usefulness of scientists and engineers (Time 2 ) ; however, Time 1 useful­
ness was vir tual ly unrelated ( + .10) to subsequent time pressure.7 I n ­
terestingly, experienced time pressure related more strongly to subsequent 
usefulness (r = .49) than i t did to usefulness measured at the same time 
as time pressure (r = .32 at Time 1, .20 at Time 2). 

These results suggest that not only did above-average sense of time 
pressure characterize the more useful members of a laboratory, but that 

'The appropriate way to nnalyze this type of data has been the subject of lively 
methodological debate in recent years. Campbell aud Stanley (1963), and Pelz and 
Andrews (1964) independently proposed the "cross-lagged panel correlation" tech­
nique. Yee and Gage (1968). Duncan (1969). Rozelle and Campbell (1969). Heise 
(1970). Kenny (1970), Rees (1971), and Sandell (1971) have proposed modifications 
(o the analysis method or to the interpretations which ore appropriate. The focus of 
attention has been on what conclusions about underlying causal dynamics could be 
drawn on the basis of an observed difference in cross-lagged relationships. 

It seems clear that a statistically significant difference between two cross-lagged 
panel correlations provides strong evidence that tbe co-variation between two 
variables is not, solely the result of their relationships to some third variable (i.e., a 
"common factor"). Moreover, Farris (1969c) has argued that a lagged correlation 
different from zero provides a basis for considering causal hypotheses in dynamic 
social systems, provided that certain other conditions luive been met.. Having re­
jected alternative explanations, certain causal hypotheses may be. considered. The 
choice among these hypotheses will depend on particular assumptions or additional 
data. 

'The difference between Ihe cross-lagged relationships was statistically signifi­
cant at the .005 level using the Pearson-Filon test (Peters &. Van Voorhis. 1940). 

Heise (1970) has proposed thai rather lhan examining correlations for the cross-
lagged relationships one should examine path coefficients. The path coefficients turn 
ouL to be +.3 and .0. showing essentially the same pattern as the correlations. 
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Fio. 1. Relationships among experienced time pressure and usefulness at two time 
periods (Pearson correlations). 

Note.—See "Method" section for numbers of cases. 

their sense of time pressure may well have been partially responsible for 
their higher usefulness. However, i t was not the case that scientists and 
engineers who were judged more useful subsequently found themselves 
under markedly alwve-avcragc time pressure.5 

These findings arc in sharp contrast to results reported by Farris 
(1969a, 1969b) for a number of other factors. I n three industrial labora­
tories, he found that scientists' job involvement, influence, salary, and 
number of subordinates ouch tended to relate more strongly to prior per­
formance than subsequent performance. His findings held with different 
time lags—when the performance measurement referred to the five years 
immediately prior to the measurement of the organizational factor (what 
we are calling "simultaneous" relationships in this panel study) or when 
there was a five year time lag between the measurement of performance 
and the measurement of the organizational factors (as in the lagged re­
lationships in the present study). 

These findings were sufficiently interesting that a number of additional 
analyses were run to see whether the time pressure-usefulness connection 
could be easily explained away. In adjusting the performance measures 
for differences in training and experience, had some artifact been intro­
duced? No, a parallel analysis on the unadjusted measures showed a 
highly similar pattern. Could i t be attributed to mixing supervisors and 
nonsupervisors? No, when the analysis was carried out just for people 

'Figure 1 also shows substantial stability (r •=• .58) in judgments about a man's 
usefulness over the five year period, and also some tendency for stability (r — 23) 
in the amount of time pressure exjjerienced. 
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who had been in nonsupervisory role?; at both Times 1 and 2, the same 
pattern again emerged. 

What about the level of time pressure? Was the relationship underlying 
the positive correlations linear, or did performance tend to drop at the 
highest levels of pressure? An extensive check showed that all of the re­
lationships depicted in Fig. 1 were essentially linear. Figure 2 shows the 
two relationships involved in the cross-lagged comparison. The solid line, 
which corresponds to what we believe to be the underlying causal dynam­
ics, is the most interesting. Note that scientists who indicated (at Time 1) 
that at least half of their time was spent under "relaxed" conditions 
scored, on the average, at the 34th percentile with respect to usefulness 
five years later when compared to others of similar training and experi­
ence. I n contrast, those few who at Time I had said half or more of their 
work time was spent under "great" pressure, averaged at the 74th percen­
tile on usefulness five years later. Similarly the dashed line in Fig. 2 
shows the essentially linear relationship underlying the +.10 correlation 
in Fig. 1. 

Why then, do these findings differ from the earlier longitudinal rela­
tionships reported by Farris (1969a, 1969b)? Perhaps "performance feed­
back loops"—relationships between performance and subsequent charac­
teristics of a scientist's working environment—arc in fact stronger in 
industrial laboratories like those studied by Farris than in government 

8 0 r 
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HI 
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l i a . 2. Mean usefulness related to experienced time pressure. 
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T A B L E 2 
CORK HI, AT IONS AMONG E X P E R I E N C E D T I M E PRESSURE AND 

PERFORMANCE M E A S U R E S AT T I M E S 1 AND 2 a 

Two 

Cross-lagged 
relationships 

Simultaneous 
relationships 

Stability 
relationship1 

Performance 
measure 

TP, & Perf, 
Perf, & T P , 

TP, & T P , & 
Perfi Perf3 

Perf! & 
Perf, 

Productiveness 
Innovation 

.21 .05 

.25 - . 1 4 
.29 .09 
.23 .07 

.45 

.60 

° See "Method" section for numbers of cases. 
6 For stability of time pressure, see Fig. 1. 

laboratories such as those in the present study. Or alternatively—unlike 
involvement, influence, salary, or number of subordinates—time pressure 
may indeed be a factor which relates more strongly to subsequent per­
formance than to prior performance in scientific laboratories. 

Time Pressure, Innovation, and Productiveness 

When analyses parallel to those shown in Fig. 1 were carried out for 
the other performance measure—judged innovation and judged produc­
tiveness^—similar patterns were obtained in the cross-lagged correlations, 
though trends were weaker. Table 2 provides the results. 

Looking first at productiveness, one again sees a positive relationship 
(r = .21) between time pressure and subsequent productiveness, but prac­
tically no relationship (r = .05) between productiveness and subsequent 
time pressure. Again, i t would appear that time pressure may have en­
hanced performance.8 

Turning next to results for innovativeness, one again encounters a sub­
stantial positive difference in the cross-lagged relationships. As before, 
time pressure was positively related (r = .25) to subsequent performance 
(innovativeness). But note, also, the mild negative relationship between 
innovativeness and subsequent time pressure!10 This is particularly in­
triguing in view of the folklore, mentioned previously, that scientists, par-

"This statement is based on the similarity in trends to that observed previously. 
With the number of cases available this particular cross-lagged differential was 
statistically significant only at the .15 level. Heise's path coefficients (.09 and —.02) 
showed a pattern similar to that of the cross-lagged correlations. The underlying 
relationships were essentially linear. 

**The cross-logged difference was statistically significant at the .005 level. The 
Heise path coefficients were J2 and —20, again matching the pattern of the cross-
lagged correlations. Relationships were generally linear. 
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ticularly those doing creative work, need a relaxed environment. Among 
these scientists, those judged more innovative at Time 1 showed a mild 
tendency to experience lower-than-average time pressures at Time 2. Per­
haps research management saw the reduction of time constraints as an 
appropriate way to encourage further creativity. Our data suggest, how­
ever, that innovation prospered under time pressure just as did other more 
routine aspects of scientific performance. 

Characteristics of Scientists Who Felt High and Low Time Pressure 

Other data provide insights into the differences between scientists who 
experienced high and low levels of time pressure and contribute to the 
validity of the time pressure measure. 

Scientists who felt less than average time pressure tended to be rather 
isolated, free from influence and interference from their supervisor, rela­
tively uninvolved in their work, and with below-average administrative 
duties. I n contrast, those who were highly motivated, in vigorous contact 
with colleagues and supervisors, and with some administrative responsi­
bilities in addition to their technical work were the ones on whom time 
pressures impinged the most. (These relationships produced correlations 
in the range .1 to .5—data not shown.) 

T A B L E 3 
CORRELATIONS AMONG E X P E R I E N C E D TLME PRESSURE AND F L V E 

OTHER JOB CHARACTERISTICS AT T I M E S 1 AND 2° 

Cross-lagged 
relationships 

Simultaneous 
relationships 

Stability 
relationship* 

Job 
characteristics 

T P , & 
Char, 

Char, 
& TP, 

TP, 4 
Char, 

T P , & 
Char, 

Char, & 
Char, 

Freedom provided by 
supervisor 

.06 - . 2 5 - .08 - . 1 9 .37 

Preferences for work­
ing alone 

- .38 - .08 - .13 - .31 .56 

Involvement in 
technical work 

.16 .03 .25 .18 .66 

Time on administra­
tive duties 

.40 .27 .34 .19 .37 

Number of close 
colleagues 

.43 AS .39 .33 .51 

a See "Method" section for numbers of cases. 
* For stability of time pressure, see Fig. 1: 
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Table 3, which shows cross-lagged analyses for time pressure and these 
variables, suggests that the provision of freedom by a supervisor may be 
one came of a scientist's later feeling under reduced time pressure; on the 
other hand, time pressure itself seemed to have a causal role in a person's 
not preferring to work alone.1 1 Although the cross-lagged differentials for 
work involvement and time on administrative duties did not reach con­
ventional levels of statistical significance, the trends in Table 3 suggest 
that feelings of work involvement and administrative duties were more 
likely to result f rom previous time pressures than was a feeling of time 
pressure likely to result f rom them. Finally, although time pressure and 
the number of close colleagues a person worked with were substantially 
related, there was no clear evidence that either had causal priori ty over 
the other. 

Do these results imply that i f a supervisor provides freedom for his 
subordinates their performance wi l l fall? Not necessarily. [ I n fact, Pelz 
and Andrews (1966) found that among scientists within the same career 
level freedom was positively related to scientific performance.] However, 
if substantial freedom is provided, some additional actions may be re­
quired to"* ensure that scientists stay "hot." We would not want to imply 
that time pressure is the only motivator, though the results described 
suggest i t may be one important source of motivation. 

Other Time Pressure Measures and Performance 

I n addition to the time pressure actually experienced by a scientist, the 
study included three other time pressure measures—the time pressure 
which the scientists themselves felt would be optimal, the difference be­
tween experienced and optimum pressure (one indication of "overload") 
and the "span" of different pressures experienced during an average 
month's work. Each of these measures was analyzed in a manner similar 
to that just described for experienced pressure. 

Optimal pressure. Optimal pressure, which itself correlated +.6 with 
experienced pressure, gave results generally similar to those shown in 
Figs. 1 and 2 and Table 2. Scientists who wanted above average levels 
of pressure at Time 1 showed a mild tendency to be the better performers 
during the following five years (r's averaged .22). Performance at Time 1, 
however, showed weak and inconsistent relationships to time pressure 
desires five years later (r's averaged .02). 

" In both cases the differences in cross-lagged relationships were highly statistically 
significant. The items were worded as follows: "My supervisor provides considerable 
freedom for people under him to explore, discuss, and challenge ideas on their own." 
"I'm rather a lone wolf; prefer to work on my own." To answer, respondents indi­
cated how accurate the statement was, using a 7-point scale. 
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Fia. 3. Mean performance related to time pressure overload. 

Overload. The overload measure showed some very interesting curvilin-
earities. Figure 3 presents the lagged relationships between overload at 
Time 1 and performance at Time 2. Scientists who had less pressure at 
Time 1 than they wanted tended to be low performers during the follow­
ing five years. Those for whom experienced pressure closely matched what 
they felt would be optimal showed above-average performance in the fo l ­
lowing period. When pressures exceeded what was desired, subsequent 
innovation and productivity fell , though usefulness tended to be high. 
Also of interest was the fact that these lagged relationships (note the 
ETA's in Fig. 3) were consistently stronger than the comparable simul­
taneous relationships (not shown). I n short, having more time pressure 
than was desired had more to do with subsequent performance than re­
cent past performance. 

These curvilinearities provide an important additional insight into the 
meaning of the relationships between experienced pressure and perform­
ance described previously. While i t was true that the higher the pressure, 
the higher the performance, we now see that this could occur only because 
the scientists who experienced high pressures also wanted high pressures. 
Figure 3 shows that being subject to more pressure than was felt appro­
priate was followed by relatively low innovation and productiveness (but 
not usefulness). From a practical standpoint, i t would appear that labo­
ratory managers must take account of what pressures scientists feel are 
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appropriate when setting pressure levels in their labs. Otherwise, the 
managers may find that they sacrifice some quality in the scientists' work 
in order to make i t more useful to the organization. Of course, managers 
might also attempt to influence what are seen as appropriate levels of 
time pressure. 

•Span. The fourth time pressure measure—the "span" of pressures ex­
perienced—showed no interpretable relationships. Performance was unre­
lated to this aspect of time pressure. 

C O N C L U S I O N S 

Contrary to the folklore which holds that scientists perform best when 
in a relaxed "academic" environment, these data suggest that a sense of 
time pressure can enhance several qualities of scientific performance—in­
cluding innovation. I n addition to experiencing the most time pressure, 
the highest performing scientists also tended to want relatively large 
amounts of pressure. When the pressure actually experienced was 
markedly out of line with the pressure desired—either in being too low 
or too high—performance was likely to suffer. (Exception: excess pres­
sure did not seem to hurt a scientist's judged usefulness to his lab.) 

The fact that these findings are based on panel data collected over a 
five-year interval provides suggestions of causal dynamics not possible 
when relationships are among variables measured at just a single point 
in time. A t the very least, the findings above represent predictive relation­
ships (time pressure related to subsequent performance), and i t seems 
most unlikely that they result from the spurious effect of some third 
factor. 

Scientists who experienced above average time pressures tended to be 
those who were in active communication with colleagues, motivated by 
their jobs, and involved in some administrative duties as well as technical 
activities. I n short, they were well integrated into the social processes of 
their laboratories. Or, in the language of Kahn et al. (1966), they received 
expectations from a number of role senders and were more susceptible to 
role conflict and role overload. The range of role conflict and role overload 
experienced by the scientists in this study appeared to enhance perform­
ance^—provided that optimal and experienced time pressures were not 
greatly out of line. 

The implication for management is that the imposition of deadlines 
and other forms of time pressures need not be feared—at least with re­
spect to their effect on a man's performance—so long as the resulting 
pressure stays within the bounds of what is felt to be appropriate by the 
man involved. Some attempt to boost scientist's own desire for time pres­
sures may permit the acceptance of higher pressures. 
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However, two cautions need also to t>e mentioned: (a) although we 
did not encounter a pressure level that was "too great" among the scien­
tists we studied, there presumably is such a level, and pressures would 
need to be kept below i t ; (1)) the present study had no information about 
other effects of pressure (e.g., on physical or mental health). The work 
of Kahn et al. (1964), Sloate (1969), and French and Caplan (1970) on 
organizational stress, and of Miller (1960) on information overload, sug­
gests that time pressure may have negative consequences not considered 
in this study. Further research should clarify relationships between time 
pressure and other aspects of stress and overload, and consider effects of 
time pressure on factors other than performance. The present study, com­
bined with the other studies just cited, indicates that different kinds of 
pressure may have positive as well as negative effects, depending on 
whether the criterion is performance, long-run organizational effectiveness, 
or the health of those in stressful situations. 
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S U P E R V I S O R Y P R A C T I C E S 
Frank M. Andrews and George F. Farris 

I N these days of large scale research and development, most 
investigations are conducted by teams of scientists or engineers. 
It seems a reasonable assumption that the supervisors of these 
groups might affect their subordinates* performance. 

For example, a supervisor rnight make a technical contribu­
tion through skillful selection of important but solvable prob­
lems, through his own ability to solve a problem, or through 
guiding subordinates toward a solution. In addition, a super­
visor might affect performance by altering the climate within 
his group. He might inspire subordinates to high achievement, 
protect them from debilitating outside pressures, or structure 
the group so that subordinates stimulate one another. 

Despite the reasonableness and potential usefulness of these 
hypotheses, they have not been well tested with respect to 
scientists. 

This paper reports results of two analyses exploring the rela­
tionship between supervisory practices and scientific perform­
ance. First, does the team or supervisory group a scientist is in 
matter at all? That is, what qualities of scientific performance, 
if any, vary with team membership? Second, if performance 
does vary from team to team, is this related to practices em­
ployed by the supervisor? 

1 These data were collected and analyxed under NASA grant NsG-489/23-
005-014 as part of a long range investigation of scientists and engineers. Dr. 
Donald C. Pelz is the general director of this research program. 

This article originally ippeared as "Supervisory Practices and Innovation in Scien­
tific Teams" In Personnel Psychology, Volume 20, Number 4, Winter 1967 and ii re­
printed here with the permission of the publisher. Copyright 1967 by Personnel 
Psychology, Inc. 
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Source of the Data 
The study was conducted in a NASA research center and 

focused on 94 non-supervisory scientists who comprised 21 
small teams. These men were engaged in exploring the effects 
of extreme physical conditions on various materials. The num­
ber of scientists in each team, not counting the supervisor, 
ranged from 1 to 11 (median = 5). Each team had its own 
supervisor and was a reasonably stable entity (two-thirds of 
the non-supervisors had worked under their present chief for at 
least two years). 

Performance and the Supervisory Group 

Measures of Performance 
Data were obtained about each non-supervisor's perform­

ance. The non-supervisors themselves provided information 
about their output of a) technical reports (over the past five 
years). Also, four qualities of each man's performance were 
judged by other professionals within his lab. The qualities 
were: 

b) Innovation—the extent the man's work had "increased 
knowledge in his field through lines of research or de­
velopment which were useful and new.5' 

c) Productiveness—the extent the man's work had "in­
creased knowledge in his field along established fines of 
research or development or as extensions or refine­
ments of previous lines." 

d) Contribution—the extent the man's work had "contrib­
uted to general technical or scientific knowledge in 
his field." 

e) Usefulness—the extent the man's work had been "useful 
or valuable in helping his R & D organization carry 
out its responsibilities." 

These qualities were independently assessed by an average 
of 4.4 judges, each of whom claimed to be familiar with the 
man's work. Two-thirds of the judges were supervisors (the 
man's own chief might be among them), one-third were senior-
level non-supervisors. Since the judges showed reasonably good 
agreement (median gamma for 21 pairs of judges = .8 on the 
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quality of innovation2), their evaluations were combined into 
a single percentile score (on each quality) for each respondent. 

As is usually found for scientists and engineers, these per­
formance measures varied according to the respondent's length 
of experience, seniority, and formal training (Pelz & Andrews, 
1967). Since these effects could mask relationships between 
supervisory practices and performance, all performance meas­
ures were adjusted by adding or subtracting appropriate con­
stants to remove such background effects.3 Thus the final per­
formance measures for individuals expressed how well or 
poorly each person performed relative to others with similar 
experience, seniority, and training. 

The interrelationships among these various criteria of per­
formance were about as expected. All evaluations were sub­
stantially related to one another (correlations ranged .7 to .8), 
with innovation being least similar to the others. The objective 
measure, output of reports, was positively related to each of 
the evaluations (correlations were all about .4), with the rela­
tionship to evaluated productiveness being slightly stronger 
than to the other criteria. 

Was Performance Related to Team Membership? 
To find out whether performance was related to team mem­

bership, the scientists were classified according to supervisory 
groups, and a one-way analysis of variance was carried out for 
each performance measure. 

There was clear evidence that there were differences in sub­
ordinates' innovation that were related to team membership. 
Differences in innovation between scientists in different super-

1 Since these data did not represent a probability sample from some de­
fined population, and since the purposes of the study were descriptive rather 
than inferential, it would have been inappropriate to compute tests of "sta­
tistical aignincance." The criteria for reaching conclusions throughout this 
article were that a trend be clear and, where appropriate, reasonably consistent. 
Readers accustomed to looking for tests of statistical significance, however, 
can be assured that many of the trends would appear as "significant" if tested in 
conventional ways and that the general conclusions were not altered by the de­
cision not to test "significance." 

*The procedures for collecting, combining, and adjusting the performance 
measures used in this study were highly similar to those more fully described 
in Peli and Andrews (1967). 
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visory groups were markedly greater than differences between 
scientists within the same group (F — 1.89). Surprisingly, 
there was no evidence that differences in the other performance 
measures were related to team membership! (The differences 
between groups were no greater than the differences within 
them—all F'a < 1.00.) 

The first finding, if replicated in subsequent studies, may be 
of considerable importance. It says that a scientist's innovation 
varied according to the particular supervisory group of which 
he was a member. 

The second finding—that several measures of performance 
seemed not to be affected by team-related phenomena—is not 
subject to clear interpretation. Possibly there simply were no 
effects. However, a more likely alternative is that complex 
interactions cancelled out any general effects. For example, a 
supervisor who tended to act in a certain way may have en­
hanced the performance of some subordinates, but lowered the 
performance of others. More data than were available in the 
present study would be needed to adequately explore these 
possibilities. 

Innovation and Supervisory Practices 
The finding that innovation varied systematically between 

supervisory groups called for additional analysis. Could the 
supervisors have accounted, at least in part, for differences in 
subordinates' innovation? If so, what distinguished the super­
visors of more innovative groups from supervisors of less in­
novative groups? 

To answer these questions ten different measures of super­
visory behavior were related to group-wide innovation. As will 
be evident, various combinations of supervisory behavior were 
examined in addition to the ten simple "zero order" relation­
ships. 

Measurement of Group Innovation 
An innovation score for each group was computed by aver­

aging the (adjusted) innovation scores of its members. (Re­
call that each member's score was itself based on several in­
dependent assessments of his innovation.) 
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Measures of Supervisory Behavior 
Each non-supervisor had answered a lengthy questionnaire 

which included 36 items inquiring about the respondent's im­
mediate chief. These items asked about a wide variety of super­
visory practices suggested by previous research or theory. Most 
items consisted of a simple descriptive statement (e.g., my 
supervisor "tends to leave me pretty much on my own"), and 
the respondent indicated how closely it described his super­
visor. 

An examination of the interrelationships among these 36 
items showed they could be reduced to a smaller number of 
measures. The ten measures shown in Exhibit 1 seemed the 
most efficient way of tapping the various aspects of the original 
items. 

The ten measures were derived with the help of a Guttman-
Lingoes Smallest Space Analysis (Guttman, 1967; Lingoes, 
1965). For readers not familiar with this technique, it can be 
considered as a means of obtaining oblique factors from a non-
metric factor analysis. The resulting measures, of course, were 
themselves somewhat interrelated (as discussed below), but 
they were thought to be superior to what would have resulted 
from a conventional orthogonal factor analysis since they more 
closely mirrored the actual nature of the data. 

Measures A, B, and C all concerned task functions of the 
supervisor—his technical competence, effectiveness at critical 
evaluation, and influence in choosing goals and objectives. 

Measures D, E , and F concerned relations between the su­
pervisor and his subordinates, including several practices em­
phasized by writers such as Likert (1961), McGregor (1960) 
and Bennis (1964). Measure D was constructed from five 
highly related items, all of which dealt with the effectiveness 
of the supervisor in motivating others and getting them to 
work well together. Measures E and F concerned the super­
visor's effectiveness in communicating with people, and his sen­
sitivity to differences between them, respectively. 

Measures G and H were both concerned with administrative 
functions of the supervisor—his effectiveness at planning and 
scheduling, and at handling inter-group relations. Administra-
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E X H I B I T I 
Ten Measures of Supervisory Behavior and Items from which They 

were Derived* 

Task functions 
A. Technical skills (an index based on the sum of:) 

"He knowB a great deal about doing the jobs in my special area" 
"He has a good understanding of the body of knowledge that is relevant 

to my work" 
"He has a good understanding of the techniques and methods I use in 

my work" 
B. Effectiveness at "providing critical evaluation" 
C. Influence in choosing goals and objectives for subordinate's work 

("Consider the choice of goals or objectives of the various technical 
activities for which you are responsible . . . Estimate tbe relative 
percent of weight exerted by each of the following." Items included 
"my immediate supervisor.") 

Human relations functions 
D. Effectiveness at motivating others (an index based on the sum of:) 

"He is effeotive for providing enthusiasm for the work" 
"He is effective for providing appreciation and encouragement" 
"He is effective at getting people to work well together" 
"He is effective for giving recognition for a job well done" 
"He is very concerned that I grow and get ahead professionally" 

E . Effectiveness at "letting people know just where they stand" 
F . Sensitivity to "differences between people" 
Administrative functions 
G . Effectiveness at "carrying out needed planning and scheduling" 
H . Effectiveness at "handling relations between his group and other groups" 
Leadership styles 
I. Use of consultation in decision-making (an index based on the sum of:) 

"He makes most important decisions affecting group activity himself, 
after consulting others" 

"He makee most important decisions affecting group activity himself, 
without consulting others" (SCALE R E V E R S E D ) 

J . Provision of "freedom for people under him to explore, discuss, and chal­
lenge ideaa on their own" 

* For all items except that in measure C , the respondent checked a seven-
point scale to indicate how closely the statement described his supervisor. 
For Measure C, the respondent showed the percent of weight exerted by his 
supervisor. 

tive skill was one of the key factors in Mann's conceptualiza­
tion of supervisory "skill mix" (Mann, 1965). (Other factors 
stressed by Mann were technical skills and human relations 
skills. These are separately included in the data as indicated 
above.) 

Finally, two measures of supervisory "style" emerged in the 
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data. Measure I concerned the extent to which the supervisor 
consulted others before making an important decision. (Subor­
dinate participation in decision-making is an important feature 
of Likert's (1961) theorizing.4) 

A second "style" measure, J, considered the extent of free­
dom allowed subordinates by their supervisor. The topic of 
freedom in science has received considerable debate and some 
empirical investigation (see Pelz, 1964; Pelz & Andrews, 
1966). Conceptually freedom is related to the often-discussed 
dimension of close-vs-general supervision. 

As has been pointed out, these ten measures of supervisory 
behavior were siniilar to dimensions discussed by various pre­
vious investigators. Their work suggested many of the 36 items 
included in the present study, but there was no requirement 
that the items would cluster together in the meaningful cate­
gories which were actually obtained. The fact that they did so 
is itself an interesting finding and suggests that a replicable set 
of concepts for describing supervisors is becoming available. 

The ten measures of supervisory behavior indicated how 
each non-supervisor perceived his particular chief. For these 
scores to be useful, they should meet two conditions. First, 
there should be some evidence of reliability—i.e., perceptions 
of non-supervisors who described the same chief should be 
more similar than those describing different chiefs. Second, 
there should be evidence that the chiefs themselves behaved 
differently. A one-way analysis of variance performed on each 
of the ten measures showed that these conditions were met. 
On each measure, descriptions of chiefs differed from team to 
team, and the differences within teams were less than the dif­
ferences between them. (All F'b > 1.00, median F = 2.02. Of 
necessity, three teams containing just one non-supervisor were 
omitted from this particular analysis.) 

Group scores. Answers from all non-supervisors under a par­
ticular chief were averaged into a single score (on each of the 

* Likert also considers joint decision-making. In addition to the two items 
composing Measure I , the questionnaire contained an item asking specifically 
about the extent to which the supervisor encouraged his group to make de­
cisions jointly. ThiB item proved to be highly related to both Measures D 
and I , and therefore has not been scored separately. 
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E X H I B I T 2 
Correlation* among Average Perceptions of Supervisor's Behavior 

(N - 21 teams) 

Measure A B C D E F G H I 

A. Technical skills 
B . Critical evaluation .3 
C . Influence on goals .6 .0 
D . Motivating others .0 .6 .0 
E . Let know where - . 1 A - . 1 .5 

stand 
F . Sensitivity .1 A - . 3 .6 .5 
G. Plan and schedule - . 1 A .1 .3 .2 .3 
H. Inter-group rela­ .1 .6 - . 2 .6 .4 .8 .5 

tions 
I . Use of consultation - . 3 .2 - . 3 .4 .3 .3 - . 1 .1 
J . Freedom - . 1 - . 1 - . 3 .0 - . 1 .1 .1 .2 .2 

ten measures).0 Thus each supervisor was described in terms 
of what was common among the perceptions of his subordi­
nates, thereby reducing the effects of idiosyncracies of a par­
ticular individual's perception, or special features of the rela­
tionship between a particular subordinate and his chief. 

The interrelationships among these group scores are shown 
in Exhibit 2. One can see that most of the measures which 
seemed conceptually related—task functions, human relations 
functions, etc.—did tend to relate positively to each other. 

Exhibit 2 contains two other interesting findings. Although 
Measure B, effectiveness at critical evaluation, seemed to have 
a task content and did relate to one of the other task items, 
Measure B related even more strongly to several measures in 
the human relations and administrative areas. Apparently 
among these supervisors, the successful exercise of critical eval­
uation was not solely a task function. Similarly, the super­
visor's administrative skill at handling relations between his 
group and other groups was substantially related to his skills in 
the human relations area. 

While interrelationships among skills in various areas might 
suggest that classification into three functional areas was not 

•These mean scores were transformed to rectangular distributions. A 
seven-point scoring was used whenever correlations were computed. Two- and 
three-point scorings were also used, as will be evident. 
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useful, one should reserve judgment on this matter. Data pre­
sented in Exhibit 3 will show that skills in the same area re­
lated to performance in similar ways, but that skills in different 
areas related differently. On this criterion, the present classifi­
cation was indeed useful. Also, it should be noted that Mann 
(1965) found that relationships between skills in the various 
areas varied markedly in different kinds of organizations and 
for workers at different levels in the hierarchy. This suggests 
that relationships shown in Exhibit 2 should be viewed with 
caution until further studies can assess their representative­
ness. 

Relationships of Supervisory Behavior to Innovation 
Exhibit 3 shows how each of the ten aspects of supervisory 

behavior, as perceived by the supervisor's own group of sub­
ordinates, related to average innovation in his team. In the 
light of previous research and theory, some of these relation­
ships were surprising, but discussion is withheld for a later sec­
tion. 

With respect to task functions, a reasonably consistent posi­
tive trend appeared. Supervisors who were perceived as being 
skilled or influential in the task area tended to have subordi­
nates whose work was judged as more innovative than su­
pervisors who were less effective in this area. The trend for 
Measure A, technical skills, was sharpest. Those for critical 
evaluation and influence on goals were in the same direction 
but weaker. 

In the human relations area, only one of the three measures 
showed any substantial relationship to innovation. There was, 
however, a consistent, and unexpected, tendency for super­
visors scoring highest on human relations to have the least 
innovative subordinates! Highest innovation tended to occur 
under supervisors who scored moderate on human relations. 
This finding is different from results reported for non-profes­
sional workers (Likert, 1961, provides a summary). 

The two measures concerned with the supervisor's adminis­
trative functions showed consistent, and again surprising, re­
lationships with subordinates' innovation. The more effective 
the supervisor was at administration, the lower the judged in-
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E X H I B I T 3 
Relationships between Subordinates' Innovation and Various Practices 

of Their Immediate Supervisors 

Medians Trend Et» F 

Task functions / 
A . Technical skills .62 3.36 A . Technical skills 

l_ M H 
.62 3.36 

B . Critical evaluation .33 1.13 

L M H 

C . Influence on goals / - .28 0.78 

L M H 

Human relations functions 
.47 2.48 D . Motivating others y \ .47 2.48 

L M H 

E . Let know where stand 
.04 0.01 

F . Sensitivity 

L M H 

.22 0.44 

l_ M H 

Administrative functions .30 0.89 
G. Plan and schedule \ 
H . Inter-group relations 

fu M H 

\ .63 3.57 

1_ M H 

Leadership styles 

I . Use* of consultation 

J. Freedom 

V 
L M H 

.43 

.33 

2.00 

1.12 

L M H 

Note: Vertical scales show mean innovation. Horizontal scales show three 
seta of supervisors: those scoring low, medium, and high on the designated 
measure. Each point is based on data from approximately 7 supervisory groups. 
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novation of his group 1 For Measure H , skill at handling inter­
group relationships, this trend was substantial. Measure G, ef­
fectiveness at planning and scheduling, showed the same trend 
in weaker form. Although organizational scholars have gener­
ally assumed that the exercise of administrative functions 
would enhance a group's performance, this was clearly not the 
case for innovation by these scientists. 

Finally, the two measures of leadership style, use of consul­
tation and provision of freedom, showed moderate relation­
ships to innovation. For both measures, innovation was higher 
when supervisors scored either high or low than if they scored 
in the middle. Further analysis, discussed in the next section, 
clarified the meaning of these trends. 

Thus Exhibit 3 suggests that innovation flourished under 
supervisors who were effective at task functions. But human 
relations and adrriinistrative functions were not positively re­
lated to innovation—in fact, relationships tended to be cur­
vilinear and/or negative. 

Combinations of Supervisory Practices 
In addition to examining the simple relationships between 

each supervisory function and subordinates' innovation 
(shown in Exhibit 3), relationships involving all possible pairs 
of supervisory practices were also examined. 

Freedom. Exhibit 3 showed a curvilinear, though generally 
positive relationship between a supervisor's provision of free­
dom and subordinates' innovation. The meaning of this rela­
tionship became clearer when several other supervisory prac­
tices were considered in combination with freedom. Results 
appear in Exhibit 4. 

Note that provision of freedom showed substantial positive 
relationships with innovation in teams headed by supervisors 
who scored how on task functions (Measures A and B ) , low on 
human relations functions (Measures D, E , and F ) , or low on 
administrative functions (Measure H ) . But in teams headed 
by supervisors who were effective in these areas, provision of 
freedom mattered less, and sometimes even related negatively. 

This finding made good sense and suggests that provision of 
freedom was a substitute for skillful leadership! In teams 
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E X H I B I T 4 

Correlations between Subordinates' Innovation and their Supervisor'* 
Provision of Freedom, Separately far Designated 

Groups of Supervisor/ 

ChtnctcriitiCB of Supervisor Correlation 

A . Technica l ski l l 
High (AT = 10 teams) .0 
Low (N «= 11 teams) .6 

B . Effectiveness at critical evaluation 
High (N = 10 teams) .0 
L o w (N «= 11 teams) .4 

D . Ski l l at motivating others 
High (N - 10 teams) - . 3 
L o w (N = 11 teams) .5 

E . Effectiveness at letting others know where they stand 
High (N =» 11 teams) - . 4 
Low (N = 10 teams) .6 

F . Sensit ivity to differences between people 
High (N •= 11 teams) .1 
L o w (N — 10 teams) .4 

H . Ski l l at handling inter-group relations 
High (N = 10 teams) - . 2 
L o w (N =• 11 teams) .6 

Note: Measures C and G do not appear in this exhibit since the relationship 
between innovation and freedom was not markedly affected by them. 

headed by less skillful leaders, innovation was high if subordi­
nates were given freedom to explore on their own. But less 
skillful leadership combined with lack of freedom was associ­
ated with less innovative work." 

Consistency in leadership practices. Other particularly in­
teresting sets of relationships suggested that there were certain 
combinations of leadership practices which should occur to­
gether. 

For example, critical evaluation went with innovation if the 
supervisor was technically skilled (r = +.5 for supervisors 

0 These findings suggest that provision of freedom was affecting innovation 
rather than the reverse. I f high innovation were the cause of a group of sub­
ordinates' being awarded freedom, one would expect to see positive correla­
tions between freedom and innovation in teams headed by the more akilliul 
supervisors, i.e., the more skillful supervisors would be more likely to match 
the reward of freedom with innovation. B u t this was not the case. Rather, 
Exhibit 4 shows that in groups headed by more skillful supervisors freedom 
and innovation were only weakly related. 
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with high technical skills—no table shown). But innovation 
was low when supervisors low in technical skills attempted to 
evaluate subordinates' work (r = —.5). Thus the relationship 
between critical evaluation and innovation depended on the 
supervisor's technical skill. Exercise of critical evaluation 
needed to be consistent with possession of adequate technical 
skill. 

A second example of the need for consistency occurred when 
the practices of providing freedom and of consulting others 
were examined. Freedom was unrelated to innovation if the 
supervisor failed to precede his own decision-making by some 
consultation with others. But the relationship was substantial 
if freedom for subordinates was combined with a chance to 
influence decisions being made by the supervisor. (Among 
supervisors making use of consultation, r = +.7; for super­
visors making little use of consultation, r = —.1—no table 
shown.) This also seemed intuitively reasonable. 

Administrative functions. It has generally been assumed 
that the skillful exercise of administrative functions would re­
sult in high performance. Yet Exhibit 3 provided surprising 
negative relationships—exactly opposite to the usual assump­
tion. 

Exhibit 5 provides further information and shows that the 
negative relationships occurred mainly for supervisors who 
scored high in the human relations area. Among supervisors 
who were skilled in motivating others, effective in letting oth­
ers know where they stood, and sensitive to differences between 
people, administrative functioning seemed incompatible with 
innovation. The highest innovation occurred under supervisors 
who were seen as relatively poor administrators; low innova­
tion occurred under good administrators! (Note that five out 
of six correlations were strongly negative.) But among super­
visors who scored low on human relations, administration was 
only weakly related to innovation. 

Task and human relations skills. In addition to the combina­
tions of practices already described, a careful examination was 
made of various skills in the task and human relations areas. 
Blake and Mouton (1964) have suggested that relationships 
between skills in one area and productivity should be espe-
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E X H I B I T 5 

Correlations between Subordinates' Innovation and Two Measures of 
their Supervisor's Administrative Skills, Separately for Supervisors 

High and Low in Human Relations Skills 

QurmcterbUci of SoperrtKir 

Correlations between Innovation and: 

Efi ectrvene** at 
handling inter-group 

relations 

D . Sk i l l at motivating others 
High (N = 10 teams) 
L o w (N - 11 teams) 

E . Sk i l l at letting others know where they 
s tand 

High (N = 11 teams) 
L o w (N -= 10 teams) 

F . Sensit ivity to differences between people 
High (fV = 11 teams) 
L o w (JV - 10 teams) 

Efloclrvenesa at 

- . 6 
- . 3 

- . 6 
- . 1 

- . 5 
- . 1 

cially strong when skilla in the other area are also present. 
Oaklander and Fleishman (1964), Kahn (1956), and many 
others have also suggested the same idea. There was no evi­
dence, however, that such a phenomenon occurred for these 
scientists. Whether the supervisor was skilled in the human re­
lations area had little effect on the generally positive relation­
ships between task functioning and innovation. Similarly, 
skills in the task area did not affect relationships between hu­
man relations functions and innovation. 

Discussion 

This paper set out to explore relationships between super­
visory practices and scientific performance. A key preliminary 
question was whether the supervisor mattered at all. When 
performance was measured in terms of innovation, the answer 
was "yes": systematic differences between supervisory groups 
were clearly evident. Furthermore, these differences were re­
lated to supervisory practices. 

Thus, while firm statements of cause and effect are not ap­
propriate with these data, the findings do suggest that the 
supervisor may play an important role in enhancing or de-
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pressing innovation.7 For several other aspects of performance, 
however, there was no evidence that the supervisor had a 
group-wide effect. Possible reasons for this have already been 
presented. 

When specific supervisory practices were examined, the data 
presented two surprises and also some potentially useful find­
ings. The surprises are discussed here; the implications in the 
next section. 

Surprise $1. One surprise was that none of the several meas­
ures of supervisory skill in the human relations area related to 
innovation. Organizational scholars have suggested that hu­
man relations functions serve to enhance employee motivation 
and to facilitate the flow of information. Why did the present 
results differ? 

One reason may be that scientists are different from the non­
professional "rank and file workers" who were subjects in most 
previous studies. For example, it may be that scientists, com­
pared to non-professionals, are stimulated more by the work 
itself and less by the social conditions which accompany it. 
Our findings on the importance of the supervisor's task func­
tions support this speculation. 

Alternatively, the differences between our results and those 
of many previous studies might be attributed to the nature of 
the task rather than to the nature of the people performing it. 
Fiedler (1965) found that directive, task-oriented leaders were 
more effective either in situations which were very favorable 
for the leader (where the leader had strong power, good rela­
tions with his subordinates, and a highly structured task) or in 
situations which were very unfavorable for the leader. I n situ­
ations falling midway between these extremes, Fiedler found 
human-relations-oriented leaders more effective.8 Future re-

T Although causal directions cannot be firmly identified, i t should be noted 
that tbe measures of supervisory practices and performance derive from 
completely different sources. Thus the finHingn cannot be attributed to a 
Bimple "halo effect." (See also footnote 6.) 

* Although Fiedler's idea seems useful, his method of typing leaders forced 
them into either the task or human relations orientations. I t did not permit 
separate examination of leaders high (or low) in both orientations. Further­
more, he hypothesizes that creativity will be "forbidden" under task-oriented 
leaders, a result clearly not supported by tbe present data. 
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search on supervision probably should consider the nature of 
the task more carefully than has been done here and in most 
previous studies. 

And finally, the difference between our findings and those of 
previous studies may be attributable to examination of differ­
ent criteria. The present study used performance—particu­
larly, innovation—as the criterion of good supervision. In con­
trast, the criteria used by previous studies have included 
satisfaction, grievances, turnover, absenteeism, scrap loss, mo­
rale, and stress. Human relations may be more important with 
respect to these criteria than for innovation. 

Surprise %2. A second surprise was the markedly negative 
relationships between the supervisor's performance of ad­
ministrative functions and his subordinates' innovation. Once 
again, the findings were opposite to assumptions usually made 
(but rarely tested) by organizational scholars. Of particular 
importance was the discovery that these negative relationships 
were most likely to occur when the supervisor scored high on 
human relations. 

A major issue here would seem to be the direction of causal­
ity. On the one hand, the effective exercise of administrative 
functions, such as planning and scheduling, may have pro­
duced a rather rigid setting which left subordinates little room 
for innovation. This interpretation would' be in close accord 
with a previous study which showed that creative ability paid 
off only in flexible situations (Andrews, 1967). 

On the other hand, it is possible that causality operated 
in the other direction. Perhaps supervisors who headed innova­
tive groups were less effective in the administrative area pre­
cisely because innovation made administration more difficult. 

Both interpretations seem plausible, and, in fact, both may 
have been operating. There seems to be a fundamental dilemma 
here for organizations seeking innovation: How can organiza­
tions, which always require a certain degree of coordination 
and interdependence among people and work groups, remain 
sufficiently flexible to encourage innovation from within? Un­
fortunately, few studies have been explicitly concerned with 
organizational conditions enhancing innovation. 
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Summary and Implications 

What does this study imply for the director of a research 
laboratory, the supervisor of an R & D team, or others at­
tempting to encourage innovation within an organization? Let 
us speculate, recognizing that further research will be needed 
to assess the generality of our results and their causal dynamics. 

Greatest innovation occurred under supervisors who knew 
the technical details of their subordinates' work, who could 
critically evaluate that work, and who could influence work 
goals. Thus the widespread practice of including technical 
competence among the criteria for choosing supervisors seems 
to be sound. This does not mean that a supervisor should 
constantly "meddle" in his subordinates' activities. But he 
should be available, competent in the current "state of the 
art," actively interested in the project, and informed about it. 
These, in turn, imply that the supervisor should "keep his 
hand in," perhaps by actually conducting research himself. 
He probably should not spend all his time monitoring the 
work of others. Furthermore, for a supervisor to be technically 
"close" to the activities of his subordinates, his supervisory 
responsibilities probably should be limited to only a few proj­
ects. 

What if this kind of structure is not possible, or if a super­
visor's technical competence has become obsolete? Again, the 
data were clear: provide substantial freedom for subordinates. 
Freedom acted as a partial substitute for skilled supervision. 
But even when subordinates have freedom, the supervisor still 
makes some kinds of decisions. For freedom to be effective, the 
data showed that the supervisor must consult with his sub­
ordinates before making these decisions. 

Previous research (Pelz & Andrews, 1966) suggests that 
under complete freedom subordinates may engage in trivial 
problems, become lazy, and stagnate. To avoid this, the wise 
supervisor who cannot exercise task functions should attempt 
to combine freedom with stimulation from sources other than 
himself. For example, he might arrange meetings where sub­
ordinates could present, discuss, and critically evaluate one 
another's work. The present study showed that a technically 
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weak supervisor should not undertake critical evaluation him­
self. 

What about the human relations and administrative func­
tions? Here our recommendations must differ from those often 
made to supervisors of non-professional workers. We found 
that innovation tended to be low when supervisors were 
thought to be effective at human relations or administration, 
and especially low when supervisors were effective at both. 

If the supervisor is not particularly skilled as an adminis­
trator and is somewhat cool toward his men, this need not 
cause great concern. In fact, freeing supervisors from responsi­
bilities in the human relations and administrative areas may 
enhance innovation. But since these areas do need attention, 
there may need to be some other person with responsibility 
for them. Some organizations assign this responsibility to an 
"assistant director" or "executive head." 

On the other hand, what should a supervisor do if he hap­
pens to be skilled at administration and/or human relations— 
consciously act ineffectively? Probably not. Should he simply 
turn subordinates loose? The data say this would not help. One 
suggestion is that he might attempt to increase the size of each 
subordinate's own "professional arena." Each subordinate 
might be encouraged to take on additional tasks, evolve con­
tacts with outside groups, or try new methodologies. These 
should result in an increased self-reliance and an increased 
capacity to move in innovative directions. 
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